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Privacy is an important topic in HCI and social computing research, and the theory of contextual integrity 
(CI) is increasingly used to understand how sociotechnical systems—and the new kinds of information flows 
they introduce—can violate privacy. In empirical research, CI can serve as a conceptual framework for 
explaining the contextual nature of privacy as well as an analytical framework for evaluating privacy 
attitudes and behaviors. Analytical applications of CI in HCI primarily employ quantitative methods to 
identify appropriate information flows but rarely engage with the full CI framework to evaluate such flows. 
In this paper, we present a roadmap to guide HCI and social computing researchers on how to apply the full 
CI framework to qualitative projects. To help researchers envision what such an analysis can look like, each 
step includes an example analysis using interview data from projects on privacy and fitness tracking. We 
conclude by discussing how harnessing the full CI framework can address critiques of CI and identify 
opportunities for further theory development.  
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1 INTRODUCTION 

As social practices and digital technologies have become increasingly intertwined, public and 
academic interest in privacy has exploded [42]. Importantly, older theories of privacy—that 
predate social media and big data and focus on individual control over personal information [52]—
no longer hold in an era when data collection is automated and ubiquitous and data is managed 
by individuals, other people, and corporations. Researchers in recent years have advocated for 
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frameworks and approaches that account for the networked and contextual nature of data privacy 
[58–60, 97].  

The theory of contextual integrity (CI), which treats privacy as the appropriate flow of 
information within particular contexts [64, 66], is a popular approach for understanding and 
examining the privacy implications of sociotechnical systems [7, 11, 96, 97]. Compared to older 
privacy theories—which often frame privacy as something people either do or do not have—CI 
contends that privacy violations arise when information flows in a way that deviates from the 
norms of a given context. CI is a particularly useful framework for researchers to explore the 
nuances of data flows and the contextual factors that influence information disclosures and 
privacy concerns—something that is not addressed in detail by other theories. It identifies five 
parameters that shape how information flows and offers a framework for evaluating potential 
privacy violations. Thus, CI presents a philosophically grounded conception of privacy and a 
systematic process for analyzing privacy [64]. The strength of CI lies in its ability to translate the 
abstract notion of privacy into a concrete, observable unit of study [10, 11], and a growing 
community of scholars is working to extend its academic contributions. A decade ago, Barkhuus 
[10] called on the HCI and social computing communities to engage CI theory in their research 
on privacy. CSCW 2018 included a workshop focused on incorporating the CI framework into 
empirical research [8] and the annual Symposium on Applications of Contextual Integrity is 
entering its sixth year.1  

In empirical research, CI can serve as a conceptual framework for explaining what privacy is, 
as well as an analytical framework for investigating how privacy manifests in technologically 
mediated interactions. HCI and social computing researchers often apply CI as a conceptual 
framework, meaning scholars reference CI’s focus on “context” when defining privacy or 
motivating their research questions. Less often, researchers use CI to inform the design of their 
study or the analysis of their data. (See [7] for an early review of CI use in HCI studies.) When 
researchers do take up CI as an analytical framework, they primarily apply it via quantitative 
methods (i.e., surveys) and engage only with the descriptive portion of the framework, which 
examines how information flows align with context-relative norms [7, 11]. While these 
applications of CI in prior work provide useful contributions to privacy research, we argue that 
the narrow focus of this work presents an opportunity for researchers to also harness the 
prescriptive portions of the CI framework and integrate broader socio-political considerations 
into their privacy analyses—something qualitative researchers are well-equipped to achieve. 

Therefore, this paper provides qualitative researchers with a roadmap for integrating the full 
CI framework into their data analysis. To do this, we first describe the core components of CI, 
then provide a detailed description of Nissenbaum’s nine-step decision heuristic for determining 
whether a new information practice violates privacy norms, and if so, how to respond. The first 
five steps of the heuristic are descriptive in that they ask the researcher to identify and define the 
information practice of study, the parameters associated with that practice, and the norms guiding 
appropriate information flows. The final four steps shift from descriptive to prescriptive and ask 
researchers to evaluate their findings from the initial steps in light of wider social, moral, and 
political values and determine whether the practice should continue. To complement this 
roadmap and illustrate how it can be applied in qualitative research, we provide an example 
analysis for each step, focusing on the flow of personal fitness information (PFI) from wearable 
fitness trackers into the health care context. While the roadmap is intended to be customized to 

 
1 See https://privaci.info  

https://privaci.info/
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a given topic or question of study, we hope this example analysis helps researchers better 
understand how to engage the full CI framework in their own work. 

This paper offers important theoretical and methodological contributions for qualitative 
privacy researchers who have selected CI as the theoretical framework to guide their analysis.2 
We provide researchers with a step-by-step process to apply CI as an analytical framework in 
their studies, including questions to guide them through each step in the process. We highlight 
how deeper engagement with the framework enables researchers to identify when practices 
should be stopped or re-evaluated and when privacy-violating practices can be acceptable (e.g., 
when they are balanced against a greater social good). Finally, we offer detailed guidance 
explaining two frequently misunderstood aspects of CI—context and transmission principles 
[66]—and discuss several avenues through which to further extend the theory. 

2 BACKGROUND 

In this section, we summarize the main tenets of CI and review how existing HCI and social 
computing research has used CI to study questions about privacy and technology. We also explain 
what the community stands to gain by employing CI as a method for analyzing qualitative data. 

2.1 Overview of Contextual Integrity (CI) 

Privacy has increasingly been understood as a process of managing boundaries across 
different spheres—boundaries that shift as contexts change and as new technologies disrupt them 
[71]. Such dynamism is central to the notion of networked privacy, which Marwick & boyd define 
as the “ongoing negotiation of contexts in a networked ecosystem in which contexts regularly 
blur and collapse” [58:1063]. Wu and colleagues build on this work and encourage researchers to 
embrace “an even broader contextual view of privacy” [97:3] that spans individuals, groups, and 
society.  

Contextual integrity is a conceptual framework that takes context as its starting point. The 
framework rests on the understanding that social interactions occur in particular contexts, and 
that norms govern our expectations of how information should flow in a given context. As such, 
CI rejects the public/private dichotomy, tying adequate privacy protection to the value of 
respecting informational norms within specific contexts [64]. Thus, CI provides a helpful 
framework for explaining why certain information flows are acceptable in one context but 
problematic in another.  

CI was not developed to be a grand theory of privacy and why it matters. Rather, CI responds 
to the observation that “novel sociotechnical practices” often provoke privacy concerns [66:224]. 
More specifically, Nissenbaum developed CI “in an attempt to understand what people saw 
threatened by novel sociotechnical practices wrought by a family of technologies, including 
computers, digital networks, information systems, databases, communications media, electronic 
hardware, and software” [66:224]. This focus on the sociotechnical dimension of privacy is what 
makes CI especially well-suited to privacy research in the HCI and social computing space. The 
building block of CI is the concept of an “information flow,” which refers to “the passage or 
transmission of information or data from party (or parties) to party (or parties)” [66:225]. The 
premise underpinning CI is that actions, behaviors, and practices generate information flows. CI 
further recognizes that information flows about people are what drive a “robust social sphere” 
[66:225]. In other words, society needs information about people to circulate, and society is richer 

 
2 For information about other privacy theories that qualitative researchers can use to guide their work, see Wisniewski 
and Page [96] and Margulis [52]. 
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when that happens. CI posits that privacy is not the absence of information flow, but rather the 
presence of appropriate information flow. 

To determine what constitutes an appropriate flow, CI turns to the concept of norms. It argues 
that flows of information are appropriate when they conform to informational norms “that 
describe, prescribe, proscribe, and establish expectations for characteristic contextual behaviors 
and practices” [66:227]. The task of a CI analysis is to define the sociotechnical practice in 
question, identify whether its information flows map onto context-specific norms, and offer 
recommendations about what, if anything, should be done to address any concerns about the 
information flow. 

 
2.1.1 The Contextual Integrity Decision Heuristic.  To help people apply CI to specific 

practices, Nissenbaum [64] offers a nine-step decision heuristic. Since privacy, in CI terms, is the 
extent to which information flows in a manner that aligns with the expectations of a given context 
(i.e., context-relative informational norms), Steps 1-4 of the heuristic involve identifying the 
parameters that comprise context-relative informational norms. Steps 5-8 evaluate the conflicts, 
consequences, and implications of technologically driven changes to these norms. Step 9 involves 
making recommendations about how to respond to a new technology or practice. In Section 3, 
we explain each step in detail and offer guidance on how researchers can apply the heuristic to 
their studies.  

The CI heuristic can be used “as a descriptive tool, systematically accounting for people’s 
reactions to the myriad technical systems radically affecting flows of personal information” and 
as a prescriptive tool “for evaluating these systems from a moral and political point of view” 
[64:189]. But, as others have noted, scholarly applications of CI in HCI and social computing have 
primarily engaged with CI’s descriptive capacities [7, 11]. We echo Badillo-Urquiola et al. [7], 
Benthall et al. [11] and Mir [61] in encouraging scholars to harness the descriptive and 
prescriptive capacities of CI to address the privacy issues facing society. We also recognize that 
the full CI framework can be intimidating, so this paper provides a roadmap to help researchers 
better understand how they can apply CI to their own work. But first, we review how CI has been 
taken up in HCI and social computing, differentiating between conceptual and analytical 
applications of the framework. 

2.2 Research Applications of Contextual Integrity 

Scholars across a range of disciplines have employed CI to analyze legal doctrine [40] and 
information governance [79], interpret legal frameworks [32], inform organizational decision-
making [35], design computational systems [11], measure people’s privacy preferences [54], and 
explore privacy in practice [15]. HCI and social computing scholars use CI as a conceptual 
framework to understand privacy issues, and, to a lesser extent, as an analytical framework to 
examine empirical data. We highlight these uses below. 
  

2.2.1 Conceptual Applications of Contextual Integrity.  Conceptually, scholars have engaged 
CI to consider privacy issues related to search engines [101], social media [36, 47], location sharing 
[10], facial recognition systems [67], COVID-19 contact tracing applications [93],  and 
sociotechnical systems more broadly [61]. These non-empirical articles use CI to explain how 
engagement with sociotechnical systems raises privacy concerns and how such concerns should 
be addressed.  
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CI has also been used as a conceptual framework in empirical studies, with Barkhuus [10] 
encouraging the HCI and social computing community to use it in empirical analyses of privacy 
because it provides a vocabulary for nuanced insights into how and why people respond the way 
they do when engaging with sociotechnical systems. Since then, scholars employing a variety of 
methods have incorporated CI into their studies, largely by linking their findings to specific 
aspects of CI. For example, one team studying people’s responses to unexpected smartphone data 
flows used CI to explain perceptions of “creepiness” [81].  

Researchers conducting experiments and testing novel systems have used CI to develop 
hypotheses about how people respond to targeted advertising [33] and automated inference of 
personality traits [31]. Others have used CI’s conception of norms to understand participant 
perceptions of Internet of Things devices [2] and contact tracing applications [37]. More 
specifically, researchers have identified how the CI parameters of actors, information types, and 
transmission principles shape norms surrounding smart homes [99], ephemeral social media [98], 
and digital COVID-19 certificates [68]. Finally, research teams have also used empirical analyses 
to develop new privacy-related conceptual frameworks that build on and extend CI [18, 27]. These 
studies, while empirical, still engage CI on a conceptual, rather than analytical, level. That is, these 
studies link their findings to CI, but they do not use CI to design their study or analyze their data 
directly. 
  

2.2.2 Analytical Applications of Contextual Integrity.  Researchers are beginning to harness 
the analytical power of CI, but primarily via quantitative methods. Technology ethics scholar 
Kirsten Martin [53] adapted the factorial vignette survey methodology to measure privacy norms 
as defined by CI. In this methodology, researchers present participants with a series of brief 
vignettes and ask for their responses. Each vignette contains a set of factors, in this case, CI 
parameters, which are randomly changed as the vignettes cycle through. For instance, a sample 
vignette from Vitak et al’s. [91] study comparing privacy attitudes in the US and Netherlands was: 
“Instagram acquires one year’s worth of your physical activity (inferred from phone stats). They 
plan to use this data to infer your political views with the goal of creating a national database of 
citizens,” with the factors underlined. Participants responded to two Likert-scale statements per 
vignette: “This use of my data is appropriate” and “This use of my data would concern me.” 
Researchers can statistically analyze differences in responses to understand how changes in 
parameters affect privacy perceptions and norms. 

Martin and Nissenbaum refined their application of CI to the factorial vignette methodology 
to study privacy norms related to general information flows [54], public records [55], and location 
data [56]. This operationalization of CI has taken root in HCI and social computing, with scholars 
using the methodology to study privacy expectations and norms related to general data flows 
[91], smart home technologies [1, 4, 82], smart toys and their alignment with privacy law [5], 
health data [28], social media data [30] and COVID-19-related systems [90, 100]. Researchers have 
also used the CI-based factorial vignette approach to develop a methodology for automating the 
process of identifying norms [83], demonstrating CI’s promise as an analytical tool for shaping 
research design itself.  

The few qualitative applications of CI as an analytical framework have largely involved coding 
textual data (e.g., from interviews, focus groups, online comments, observational field notes, etc.) 
and interpreting it using CI, organizing the findings around CI’s concepts, and linking CI to the 
study’s broader contribution [12, 15, 45, 46, 80]. What differentiates this work from conceptual 
applications of CI in qualitative research is the degree to which the study integrates CI. In 
analytical applications, researchers use CI to analyze their data and embed CI throughout their 
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study’s findings and contributions. For example, in their work on children’s understandings of 
privacy online, Kumar et al. [45, 46] qualitatively coded interviews with families and then 
analyzed the coded data for information related to CI’s parameters. They organize their findings 
around contexts and CI’s parameters and then use their findings to explain how educational 
efforts can incorporate elements of CI to strengthen children’s privacy literacy. Similarly, in a 
study on privacy in citizen science initiatives, Bowser et al. [12] qualitatively coded their 
interview and focus group data using codes related to CI and organized their findings around CI 
concepts. Their analysis is notable for its engagement with the second half of the CI framework, 
which addresses how social values inform judgments of appropriate information flow. 

In sum, methodological innovation in CI’s analytical capabilities has so far concentrated on 
quantitative research approaches and the descriptive dimension of CI. For privacy researchers 
wanting to explore the nuances of qualitative data, we offer the following roadmap to help them 
embed CI into their research in a way that harnesses the full analytical power of the framework.  

3 A ROADMAP FOR ANALYZING QUALITATIVE DATA THROUGH THE 
CONTEXTUAL INTEGRITY FRAMEWORK 

In this section, we review each step of Nissenbaum’s CI decision heuristic and offer guidance 
on how researchers can apply each step to analyze their qualitative data. Table 1 synthesizes this 
guidance by identifying what each step is, what it aims to accomplish, and what guiding questions 
researchers can consider to determine how to apply that step to their analysis. To help researchers 
envision what this process looks like, we also provide an example in each step that highlights one 
approach to applying the CI framework with qualitative data. 

Table 1. Guidance for Applying the Nine-Step CI Decision Heuristic to Qualitative Data Analysis  

# Step (Text from [64:182] Goal/Aim Guiding Questions 

1 
Describe the new 
practice in terms of 
information flows. 

To define the 
object of study in 
the language of CI. 

• In this study, what are people, groups, or 
institutions doing? 

• How are they doing it (e.g., what tools are 
they using?) 

• How does information fit into this 
practice? 

• What aspects of the practice are novel, 
and what are extensions of existing 
practices? 

2 

Identify the information 
types, activities, and 
purposes involved in a 
given information flow 
and link them to a 
prevailing context. 

To embed the 
information flow in 
a social context. 

• What types of information does the flow 
involve? 

• What actions are occurring in this 
practice? 

• Why is this information flow happening? 
• What are actors using the information 

for? 
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3 
Identify information 
subjects, senders, and 
recipients. 

To clarify who 
and/or what is 
participating in the 
information flow. 

• Who/what is sending information? 
• Who/what is receiving information? 
• Who is the information about, or to whom 

does the information pertain? 

4 
Identify transmission 
principles. 

To establish the 
conditions that 
govern the 
information flow. 

• What requirements need to be met for this 
information flow to occur? 

• In what circumstances can the 
information flow occur or not? 

• What stipulations exist that dictate 
whether this information flow can occur? 

5 

Locate applicable 
entrenched 
informational norms 
and identify significant 
points of departure. 

To discern 
expectations about 
how information 
usually flows in the 
context being 
studied and to 
pinpoint what the 
new practice 
changes about 
information flows. 

• How is information typically used and 
managed in this context? 

• How do these uses of information align 
with the broader goals, values, or 
purposes of the context? 

• What, if any, specific aspects of the 
information flow are altered by the 
practice under study? 

6 
Prima facie assessment 
of contextual integrity. 

To determine 
whether the 
practice under 
study violates 
privacy. 

• Does the information flow align with 
entrenched norms of this context, as 
established in Step 5? Why or why not? 

7 

Consider moral and 
political factors affected 
by the practice in 
question. 

To recognize the 
social implications 
of the practice 
under study. 

• How does the practice under study 
threaten autonomy or freedom? 

• How does the practice alter power 
structures or power relations? 

• How does the practice affect equality, 
fairness, justice, democracy? 

8 

Consider the meaning 
or significance of moral 
and political factors in 
light of contextual 
values, ends, purposes, 
and goals. 

To assess how the 
practice under 
study could affect 
the context. 

• How does the practice under study align 
with the aims or goals of the context? 

• How do the moral/political implications of 
the practice under study advance or 
undermine these contextual aims? 

9 
Recommendation for or 
against the system or 
practice being studied. 

To judge, based on 
the analysis, what 
the course of 
action should be. 

• Should the practice under study continue 
as is, or should it be rejected? 

• What, if any, modifications or conditions 
should be implemented? 
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The example analysis draws on research data from interviews with 54 people across two 

projects on privacy and fitness tracking. The first project included 21 people interviewed in 
person from March to July 2013 [73, 74]. The original researchers shared the anonymized 
interview transcripts and field notes with the authors for analysis in accordance with the project’s 
ethical approvals. The second project included 33 people interviewed by the authors from March 
to April 2017 [103]. The interview procedures from 2013 and 2017 included similar questions 
about how interviewees used Fitbit and how comfortable they felt sharing personal fitness 
information (PFI) with various actors. Our example draws on the subset of data from each project 
on PFI flows pertaining to health care, since wearable fitness trackers are often marketed as ways 
for people to improve their health [17]. This example analysis is not intended to provide an 
empirical contribution nor a temporal comparison, but rather to walk through the roadmap using 
actual data on a relevant privacy issue, so that researchers can gain an understanding of what 
kind of information to look for in their own data to address the guiding questions. Our aim is to 
demonstrate how researchers can use the CI framework to analyze their qualitative data, and we 
believe this roadmap can be applied to a variety of qualitative datasets and privacy-related topics. 

 
Step 1: Describe the new practice in terms of information flows. 
The first step of the decision heuristic asks researchers to define their object of study in the 

language of CI. Researchers can do this by considering the following questions, connecting 
responses to prior work as applicable: In this study, what are people, groups, or institutions doing? 
How are they doing it (e.g., what tools are they using)? How does information fit into this practice? 
What aspects of the practice are novel, and what are extensions of existing practices? Researchers 
may not be able to answer all of these questions before data analysis; indeed, these questions may 
be the focus of the study. But considering these questions at the start of the analysis can help 
researchers better grasp what they are examining and what CI offers to the analysis, even if that 
object of focus shifts over the course of the study. 

 

Step 1 Example: The interview data focuses on the practice of self-tracking personal 
fitness information (PFI) using Fitbit devices [17]. Wearable fitness tracking is increasingly 
popular. In 2012, 8 percent of U.S. adults used a mobile app or online tool to track health or 
fitness-related information [26]; by 2020, 21 percent of U.S. adults regularly wore a wearable 
fitness tracker or smartwatch [94]. When an individual wears a fitness tracker, the device 
generates various kinds of data about the person’s body and physical activity (e.g., heart 
rate, steps taken). The specific makeup of an individual’s PFI varies based on the type of 
device they use, what types of information they track, and to what extent they link their 
device to other fitness-related apps or services. The device syncs with a cloud-based 
platform (e.g., Fitbit Dashboard), from which the individual can view the data. The platform 
may also include a social element (e.g., Fitbit Community) where individuals can connect 
with other users and share information about their performance or achievements. While the 
core practice—self-tracking quantified information about the body—is not new [95], the 
sociotechnical system in which the practice is embedded (e.g., a wearable device connected 
to a digital platform and online community) yields novel information flows. A CI analysis 
can identify what, if anything, about the practice of Fitbit-based self-tracking may 
pose privacy concerns, and if so, how society should respond. To manage the scope 
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of the example analysis, we focus this example on the privacy implications of PFI 
flows in health care. 

 
Step 2: Identify the information types, activities, and purposes involved in a given 

information flow and link them to a prevailing context. 
This step asks researchers to embed the information flow in a social context. As the name 

“contextual integrity” suggests, context comprises the heart of CI. But the term “context” is 
multifaceted. When it comes to information flows, context can refer to a particular platform or 
system (e.g., Facebook), industry or sector (e.g., financial services), business model or practice 
(e.g., marketing), or social domain (e.g., education). The CI framework approaches context as a 
social domain, contending that when technologies introduce new information flows, an 
understanding of context as social domain is most useful when determining whether such flows 
serve the best interests of society [65]. 

It is important to avoid conflating context with place [66]. Although certain places, like 
hospitals and schools, are often tightly linked to specific contexts, like health and education, 
respectively, these links are not a given. For instance, a teaching hospital is also part of an 
educational context, and teachers experience a school within an employment context. 
Furthermore, a place-based understanding of context limits context to serving as a container for 
social action. However, “[r]espective roles, activities, purposes, information types do not exist in 
a context; rather, these factors constitute a context” [66:227, emphasis in original]. Contexts do 
not necessarily exist a priori; rather, they emerge from a confluence of existing factors, including 
the broader social, cultural, and political environments in which technologies exist. Hence, the 
researcher’s task is to identify the elements that a context brings together. 

Researchers can do this by considering the following questions: What types of information 
does the flow involve? What actions are occurring in this practice? Why is this information flow 
happening? What are actors using the information for? From these questions, researchers can 
infer the activities and purposes embedded in the practice. An activity is descriptive: for instance, 
a health insurance company might receive step data from a workplace wellness program. A 
purpose is explanatory: an insurance company might use that step data to offer premium 
discounts to customers. Nissenbaum [66] has acknowledged that early work on CI insufficiently 
explained how factors like “purpose” fit into the framework. Recent work has situated purpose 
within transmission principles, the focus of Step 4 [27, 82]. However, we situate purpose with 
context because, as Nissenbaum states, “[s]ocial contexts are what they are because of respective 
contextual aims, purposes, and values.” [66:227]. We believe that researchers can identify what 
purposes align with a given context in Step 2, and that they can consider how information flows 
align with those purposes in Step 4. 

To identify context, researchers can review the answers to these questions and identify 
meaningful overlaps between information types, activities, and purposes. Depending on their 
study design and research questions, researchers may find one overarching context, multiple 
distinct contexts, or multiple overlapping contexts. It is important to keep in mind that contexts 
do not operate universally. For instance, most people in the U.S. obtain health insurance through 
their employer [39], which creates overlaps in the healthcare and employment contexts that may 
not exist in other countries. Focusing on contexts as configurations of several elements can attune 
researchers to the specific ways that context manifests in their study. 
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Step 2 Example: Wearable fitness trackers generate PFI, whose information types 
include a user’s step count, heart rate, calories burned, and the frequency and duration of 
physical activities and sleep [17, 75]. Since this example analysis focuses on the privacy 
implications of PFI flows into health care, we consider the elements that constitute the 
health care context. Interviewees noted that they often share information resembling PFI 
with doctors during appointments, and that doctors may obtain such information through 
tests. One described that “doctors all have laptops now when you walk in and they’re 
inputting info. They seem to collect more data today than they did years ago,” an activity 
likely linked to the rise of electronic medical records in health care [15]. Interviewees 
expressed that doctors use this information for the purposes of monitoring patients’ health 
and offering guidance or advice to treat medical problems. They also recognized that their 
information may flow beyond doctors and to insurance companies, who may use it for the 
purposes of processing claims and setting coverage or policy rates. Even this brief 
description of purposes points to different ends: providing care and paying for it. 
Nissenbaum [64, 66] notes that the elements that constitute a context—including functions, 
purposes, and values—are contentious and far from clear cut. In health care, the value of 
care may exist in tension with the value of efficiency. This will be important for the 
normative portion of the CI analysis, especially Step 8. 

 
Step 3: Identify information subjects, senders, and recipients. 
This step asks researchers to clarify what actors are participating in the information flow. 

Actors can be “single individuals, multiple individuals, or even collectives such as organizations, 
committees, and so forth” [64:141]. CI includes three kinds of actors. Senders are the entities that 
transmit information. Recipients are the entities to whom information is transmitted. Subjects are 
those to whom the information pertains. Researchers can identify them by considering the 
following questions: Who/what is sending information? Who/what is receiving information? Who is 
the information about, or to whom does the information pertain? Given that information flows can 
involve myriad actors, researchers may need to narrow their focus to only a few, depending on 
their research questions.  

 

Step 3 Example: With wearable fitness trackers, the subject and the sender are often 
the same: a Fitbit device generates data pertaining to a given user, and that user makes 
decisions about sending the information to a particular recipient. However, two 
interviewees noted that someone could put their Fitbit on a dog or give the device to their 
child to play with. Thus, fitness tracker data could have multiple subjects. This has 
implications for the accuracy of the data, something we discuss in Step 6. Others noted that 
the company Fitbit could disclose a user’s PFI, illustrating a case where the sender (Fitbit 
company) and the subject (Fitbit user) are different. Indeed, one reason that wearable fitness 
tracking has raised privacy concerns is the fact that data often flows to many recipients 
[17], including medical researchers, insurance companies, and employers [14, 23, 63, 78]. 
Since this example focuses on the privacy implications of PFI flows in health care, we 
concentrate the analysis on interviewees’ responses to questions about PFI flows to two 
particular recipients: doctors and insurance companies. 
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Step 4: Identify transmission principles. 
This step asks researchers to establish the conditions that govern the information flow. In CI, 

these conditions are called transmission principles. The transmission principle is one of the most 
noteworthy elements of the CI framework, but also one of its most ambiguous. It refers to a 
“constraint on the flow (distribution, dissemination, transmission) of information from party to 
party in a context...express[ing] terms and conditions under which such transfers ought (or ought 
not) to occur” [64:145]. For instance, when one friend says to another, “Don’t tell anyone else—
I’m pregnant,” the speaker is requesting the recipient keep the information to themselves and 
prevent it from flowing to another recipient. This constitutes a transmission principle of secrecy. 

Transmission principles can be explicit (i.e., codified in law, policy, or direct statements, like 
the one in the previous paragraph) or implicit (i.e., implied or inferred based on the situation at 
hand). Examples of explicitly established transmission principles include a law requiring doctor-
patient conversations to be confidential, a privacy policy stating that a company will only disclose 
information with an individual’s consent, or a convener stating that a meeting is operating under 
the Chatham House Rule3. An example of an implicit transmission principle would be a person 
who shares information about a miscarriage with a close friend and assumes the details will stay 
confidential between the pair. 

Nissenbaum describes the transmission principle as perhaps “the most distinguishing element 
of the framework of contextual integrity; although what it denotes is plain to see, it usually goes 
unnoticed” [64:145]. However, “many have found the transmission principle (TP) parameter to be 
puzzling because, on its face, it is less familiar to accounts of privacy than actor-capacities and 
information types” [66:230]. There is no defined list of transmission principles; indeed, 
Nissenbaum notes that “[t]he list is probably infinite” [64:145] given the variety of circumstances 
in which information flows occur. Prior work has identified several transmission principles, 
including confidentiality, dessert (deserving to know), entitlement, compulsion, need, voluntary, 
notice, consent, exchange [64], reciprocity, anonymity [12], temporality [15], mutuality, 
requirement, and secrecy [45]. Researchers may wish to take these as a starting point while also 
heeding Nissenbaum’s [66] argument that an endless array of transmission principles can govern 
information flows.  

Researchers can identify transmission principles by considering the following questions: What 
requirements need to be met for this information flow to occur? In what circumstances can the 
information flow occur or not? What stipulations exist that dictate whether this information flow 
can occur? The process of identifying transmission principles may be more deductive or 
inductive, depending on a study’s research questions and goals. If transmission principles are 
codified, such as a legal requirement for consent, researchers may examine whether and how this 
requirement is taken up in practice. Conversely, an exploratory project may involve inductively 
analyzing data to distill what transmission principles govern flows in practice.  

 

Step 4 Example: Since transmission principle can be hard to grasp, we offer the 
following method as one way to identify transmission principles in text-based data (e.g., 
interviews, documents, field notes). First, we located all quotes in the interview data that 
expressed the sentiment, “This information flow is fine IF...” The conjunction “if” signaled 
that support for the information flow was contingent on it meeting a given condition. 

 
3 See https://www.chathamhouse.org/about-us/chatham-house-rule 

https://www.google.com/url?q=https://www.chathamhouse.org/about-us/chatham-house-rule&sa=D&source=docs&ust=1673721102484664&usg=AOvVaw2fgkVqxAUfy7-4X_5Yohtw
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Identifying the condition would yield the transmission principle at play. We looked for 
patterns, grouping quotes that expressed a similar condition. We then examined each group 
to identify a common characteristic, from which we discerned the transmission principle.  

Table 2 lists the transmission principles we identified in the data, along with sample 
quotes. This list is not a definitive list of transmission principles in CI; recall Nissenbaum’s 
statement that transmission principles are infinitely variable [64]. Rather, this list illustrates 
one way researchers can qualitatively analyze text-based data to identify transmission 
principles, something prior work has established as a challenge [38, 102]. This method can 
be compatible with approaches like Shvartzshnaider et al.’s, [82], which divides the 
transmission principle into the sub-parameters of aims, conditions, modalities, and 
consequences. Researchers could use these sub-parameters as categories as they group their 
units of data. For instance, the transmission principle of need listed in Table 2 may align 
with their sub-parameter of aim, since both reflect that an information flow may be 
permissible IF it is necessary to fulfill one of the goals of the context. 

Table 2. Range of Transmission Principles Governing PFI Flows 

Sentiment: “The information 
flow is fine IF…” 

Transmission 
Principle 

Sample Quote from Data 

It is necessary to fulfill the 
goals of the context. 

Need 
“If my doctor specifically needs it for my care, then 
I would be willing to provide it of course.” 

The subject chooses to 
disclose or transmit the 
information. 

Voluntary 
“If I chose to share it with my doctor, that's okay. 
But I want that to be my decision.” 

The subject is told how the 
information will be used 
and/or managed. 

Notice 

“I would like to have the doctor say, ‘Hey, this is 
why I want to do this, this is the benefit,’ and is the 
doctor giving that information to anybody? Where 
would it be going?” 

The recipient asks the 
subject and/or the subject 
gives permission. 

Consent 

“If a doctor asks me, I will provide it. But I would 
like to personally provide it to them, not them 
asking Fitbit without my permission and just 
getting my information, even if it's for my benefit” 

The subject gets something 
in return. 

Exchange 

“I think the fitness data would have to be tied to 
something to share it, again, with some sort of 
incentive. Either they can help me out or decrease 
premiums or something like that. There'd have to 
be a clear benefit to me because otherwise you 
already know about all of my health. You are the 
insurer.” 

The subject must disclose or 
transmit the information. 

Mandatory 
“Insurance companies, nope, unless somehow I'm 
required to tell them [how often I exercise].” 
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The information is not 
recorded. 

Ephemerality 
“I would be more comfortable with my doctor 
knowing it. I would [be] more uncomfortable with 
it being in a file.” 

The recipient wants the 
information. 

Desire 
“Doctor, I guess if they wanted to know for 
whatever reason they can.” 

The recipient does not 
disclose or transmit the 
information. 

Secrecy “I guess if it were my doctor and only my doctor.” 

The information does not 
identify the subject. 

Anonymity 
“Yeah, I'm more anonymous there. Like I hope they 
[insurance] wouldn't track me directly.”  

The information is not 
granular. 

Aggregation 
“I think it would be very useful to have the doctor 
able to see the activity, maybe not the activity but 
the summary.” 

 
Step 5: Locate applicable entrenched informational norms and identify significant 

points of departure. 
This step has two components, asking researchers to (1) discern expectations about how 

information usually flows in the context being studied (i.e., norms) and (2) pinpoint what the new 
practice changes about information flows. Norms, which serve as the foundation of the CI 
framework, are the explicit or implicit rules that “describe, prescribe, proscribe, and establish 
expectations'' for behavior in a given context [66:227]. Norms “may emanate from a variety of 
sources, may or may not be enshrined in law, may be commanded or merely emergent, may vary 
over time and across cultures, may be strict or approximate, may be universally or merely locally 
known, and so forth” [66:227]. Despite such heterogeneity, CI approaches norms as entrenched; 
in other words, norms “reflect a settled accommodation” [66:234]. Indeed, when people’s 
preferences regarding specific information flows are surveyed, rather than their attitudes toward 
general concepts like privacy or control, similarities in judgments emerge [64:151].  

CI recognizes that norms “govern the flow of personal information in distinct social contexts” 
and contends that “[i]nformation technologies alarm us when they flout these informational 
norms” [64:3]. In other words, privacy concerns arise out of violations of context-specific norms. 
But before researchers can determine whether an information flow poses privacy concerns—the 
focus of Step 6—they must establish what norms govern the practice under study. Researchers 
can do this by considering the following questions: How is information typically used and managed 
in this context? How do these uses of information align with the broader goals, values, or purposes of 
the context? What, if any, specific aspects of the information flow are altered by the practice under 
study? 

 Since CI is based on information flows, researchers should focus on the norms that govern 
the “transmission, communication, transfer, distribution, and dissemination” of information in a 
given context [64:140]. Researchers can look for information about norms in their data, but it is 
important to remember that the entrenched quality of norms implies that they exist within shared 
understandings of a particular context. Thus, it can be useful to link information about norms 
from one’s data with information from other relevant domains, including law, culture, 
scholarship, and social practice. 
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Step 5 Example: Interviewees indicated that the act of patients discussing information 
about their exercise and sleep with doctors is not unusual, provided that such discussion is 
necessary for patient care and something patients understand and agree to. Framed in CI 
terms, this suggests that in the healthcare context, the information flow of patients (senders) 
choosing (transmission principle) to provide PFI (information type) about themselves 
(subjects) to doctors (recipients) who need it (transmission principle) is a fairly stable norm. 
Indeed, health communication literature supports this, stating that “[t]he communication of 
relevant information is a central element of health care” that enables people to monitor their 
own conditions and doctors to diagnose, monitor, and treat conditions in patients [43:238]. 
In CI terms, the flow of relevant information is essential to meet one of the purposes of 
health care—managing illness. 

However, integrating the practice of wearable fitness tracking into this information flow 
presents several points of departure. First, wearable fitness tracking changes the nature of 
the information being discussed. Wearable fitness tracking tends to be automated and 
continuous, producing very granular data about one’s body and activities. Second, the entry 
of Fitbit as an intermediary in the practice of self-tracking introduces novel forms of 
information flow: people can disclose PFI (e.g., tell their doctor their step count), show PFI 
(e.g., pull up their Fitbit dashboard during a doctor’s appointment) or transmit PFI (e.g., sync 
a Fitbit with an electronic medical record system). Third, elements of the information 
transmission process can be automated. Fitbit users can configure their devices to 
automatically sync with Fitbit’s servers and link their Fitbit data with third parties [20].  

The company Fitbit has sought to make Fitbit data easier to integrate with electronic 
medical records systems, insurance programs, and more [23, 24]. In CI terms, the 
information flows generated from the practice of wearable fitness tracking may include 
more detailed information types, more transmission principles for consideration (e.g., 
ephemerality, aggregation), and additional recipients of information (e.g., insurance 
companies, employers). 

 
Step 6: Prima facie assessment of contextual integrity. 
Step 6 marks a shift in analysis from descriptive to prescriptive. In Steps 1-5, researchers 

examine the information practice under study and identify the parameters and components 
pertinent to CI (i.e., context, actors, information types, transmission principles, and norms). Steps 
6-9 ask researchers to connect these findings to broader social commitments and make a series of 
judgments, culminating in a recommendation about whether the practice under study should 
continue.  

In this step, researchers take the findings from Step 5 and determine whether the practice 
under study violates privacy. As noted above, norms serve as the benchmark for judging whether 
the practice under study is appropriate, and privacy constitutes the appropriate flow of 
information. If an information flow aligns with the norms of a given context, it likely does not 
violate privacy because people experience the flow as something that makes sense. However, if 
one or more aspects of an information flow deviate from norms, the practice under study may 
violate privacy, since it does not conform to established expectations. In CI terms, “a practice 
violates a privacy norm if resulting flows fail to map onto expected values for the parameters" 
[66:231].  
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Researchers can draw this conclusion by considering the following questions: Does the 
information flow align with entrenched norms of this context, as established in Step 5? Why or why 
not? Researchers may find it easier to start by identifying what, if any, concerns regarding the 
practice under study exist in their data and then linking those concerns to specific CI parameters. 
If no concerns exist, or if those concerns do not pertain to CI parameters, the practice may align 
with entrenched norms and thus not violate privacy (though it could certainly pose other 
problems). If this is the case, researchers may not need to complete the remaining steps. 
Otherwise, the practice likely violates contextual integrity. 

It is important to acknowledge that in CI, the mere existence of a privacy violation is not 
inherently problematic. In other words, the fact that a practice violates privacy is not sufficient 
grounds to dismiss the practice. The purpose of the next two steps is to determine whether the 
privacy violation is significant enough to warrant rejecting the practice. 

 

Step 6 Example: The example analysis for Steps 3-5 suggests that the flow of PFI from 
wearable devices into health care can introduce points of departure in all five CI parameters: 
subjects and senders may be distinct, information may flow to additional recipients, the type 
of information generated is much more granular, and more transmission principles may need 
to be considered. Health care relies on timely and accurate information flows between 
patients and providers [43]. Thus, at first glance, the flow of PFI from wearable devices into 
this context would seem to be a boon. However, research has raised questions about the 
accuracy of data generated by wearable fitness tracking [19, 75], as did interviewees. For 
instance, one said they wore their device during a hurricane, and the rapid changes in air 
pressure led the Fitbit to mistakenly record them as having climbed dozens of flights of 
stairs. As a result, they questioned the utility of such data flowing into a healthcare context, 
comparing the unreliable nature of Fitbit data with a “fact” like an x-ray. Another expressed 
similar concerns regarding the accuracy of PFI flows and concerns with data being shared 
with an insurance company. 

Beyond issues with the device itself, data accuracy could be compromised if someone 
other than the Fitbit user wears the device, as noted in Step 3. Such questions about accuracy 
suggest that the automated transmission of PFI to a doctor or insurance company could 
violate contextual integrity. Indeed, one interviewee responded to the idea of Fitbit data 
going straight into a medical file by saying, “The automatic aspect of that…seems odd.” 
Another added, “I feel like it wouldn't hurt to just have a normal appointment and talk about 
how active I am rather than see my Fitbit data.” One interviewee described their concern 
about PFI flows to insurance companies by comparing them to flows with doctors; because 
of the nature of the relationships, this person said they’d “feel more comfortable with it 
being a personal relationship….At least with the doctor you get to see and meet your doctor. 
You don't get to see and meet your insurance company so the doctor may understand the 
circumstances.” 

As explained in Step 5, it can be considered normal for patients to willingly discuss PFI 
with doctors when such information is necessary. Sharing PFI with doctors through 
conversation gives patients a chance to put the information in context. But the introduction 
of device-driven information flows to doctors and health insurance companies could disrupt 
that balance. As noted in this step, people expect information used to make medical 
decisions to be as accurate as possible. Consumer devices like Fitbit do not necessarily meet 
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that standard, and automated transmission would deprive patients of an opportunity to 
participate in decision-making involving their own health. Thus, the automated 
transmission of wearable device-generated PFI for the purpose of providing health care 
could pose a prima facie violation of contextual integrity. 

 
Step 7 (Evaluation 1): Consider the moral and political factors affected by the practice 

in question. 
This step asks researchers to recognize the social implications of the practice under study. 

Where the previous step focused on identifying whether a privacy violation exists, this step 
focuses on what is at stake. Step 7 is where privacy’s significance as a social value comes to the 
fore. Even if a study’s data only focuses on individual consequences, the step’s reference to moral 
and political factors asks researchers to consider effects on collective social functioning. Indeed, 
that is why the step itself is labeled as an evaluation. 

Researchers can evaluate the social implications of the practice under study by considering 
the following questions: How does the practice under study threaten autonomy or freedom? How 
does the practice alter power structures or power relations? How does the practice affect equality, 
fairness, justice, democracy etc.? As with Step 5, researchers may find it useful to look for 
information in their data about the effects of the practice under study and then interpret that 
information using other sources or domains. These can include applicable laws, proposed policies, 
and/or relevant moral frameworks or political theories, depending on the research questions 
guiding the study. Researchers may find that turning to sources outside their data yields insights 
for this step. For instance, media coverage may document specific occurrences of benefit or harm 
arising from the practice under study; corporate documents may shed light on potential future 
directions for the practice under study; and scholarly literature may establish theoretical or 
conceptual connections between the practice under study and broader moral and political factors. 

 

Step 7 Example: As noted in the Step 6 example, when a subject’s PFI is automatically 
transmitted to a doctor or health insurance company, they have less opportunity to 
contextualize the data. PFI is often approached with “mechanical objectivity”—seen to 
accurately depict a subject’s physiological state [72]. Yet subjects also develop a “situated 
objectivity” toward PFI, interpreting it as part of their lived experience, expectations, and 
cultural understandings [72]. Automated transmission of PFI to doctors can foreclose 
subjects’ opportunities to bring their situated objectivity into decision-making concerning 
their health, which could reduce their autonomy in this context. Automated transmission 
of PFI to insurance companies, particularly when tied to incentives (e.g., discounts) or 
penalties (e.g., higher premiums), can be coercive, which Loi et al. [48] present as a moral 
wrong because it infringes on a subject’s autonomy. Such infringement is particularly 
problematic considering the fact that PFI flows exacerbate information asymmetries 
between subjects and insurance companies, tilting the balance of power more heavily in 
favor of insurance companies [86]. This is because insurance companies have the expertise 
and incentive to identify patterns in a subject’s data, compare those patterns against others 
(whose data they also manage), and use those findings to determine what they charge and 
cover for policyholders [86, 88].  
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One significant concern is the potential for discrimination [75, 86], something 
interviewees also raised. As one explained, “I would have a problem with [the insurance 
company] trying to discriminate [against] me based on how much sleep I get. Or, like, how 
much running I do.” Interviewees recognized that PFI flows to insurance companies could 
leave subjects worse off. As another explained: “I don't trust insurance companies to make 
decisions that are based on my best interests. I think the more data they have about me, the 
more concerned they'd be about insuring me.” Another recognized that while they might 
personally benefit from such information flows, others–including those already enduring 
marginalization–may not. They explained: “I’m probably going to be on the beneficiary side 
[of PFI flows to insurance companies], so in principle, I should be for it, but I know that it'll 
also really disadvantage a lot of people. People will get penalized. … So, as a sort of civil 
rights issue, I’m going to step back and say even though I might benefit from it, overall it's 
probably not a good trend.” 

Indeed, the pricing structures of insurance policies that link premiums with behavioral 
tracking tend to reflect income rather than risk, such that wealthier policyholders end up 
getting discounted rates while poorer ones pay more [86]. The notion of essential services 
like health care costing more for those who can least afford them “will strike many as being 
inconsistent with our notions of economic and social justice” [13:146]. 

 
Step 8 (Evaluation 2): Consider the meaning or significance of moral and political 

factors in light of contextual values, ends, purposes, and goals. 
This step asks researchers to assess how the practice under study could affect the context. 

Where Step 7 focused on what is at stake with the practice more generally, Step 8 situates those 
implications within the context where the practice occurs. When practices uphold the aims or 
ends of a context, they contribute to its integrity. In other words, they keep the context together. 
Conversely, when practices undermine or contradict the aims or ends of a context, they weaken 
its integrity. Thus, Step 8 is an assessment of contextual integrity. 

Researchers can conduct this evaluation by considering the following questions: How does 
the practice under study align with the aims or goals of the context? How do the moral/political 
implications of the practice under study advance or undermine these contextual aims? In effect, 
this step involves integrating the findings from Step 5 (contextual norms) and Step 7 
(moral/political implications of the practice) with information from Step 2 (the aims and goals of 
the context) to determine the extent to which the practice may be considered contextually 
appropriate. As with the other steps in the prescriptive portion of the CI framework, researchers 
may find it valuable to interpret their data using information from external sources, such as laws, 
scholarship, media coverage, corporate documents, or other cultural references that may shape a 
context. 

 

Step 8 Example: The values of the health care context include “alleviating physical 
suffering, curing illness, and promoting the health of individuals as well as collectives” 
[64:134]. However, the way these values play out in practice is highly contested: “[W]e may 
disagree over whether prevention is more important than cure, prolonging individual life 
more important than average population health, and so forth. Some have argued that 
healthcare values include equity, the provision of care (or organs for transplants) according 
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to need, irrespective of ability to pay; others disagree. Some hold that physicians should 
respect whatever paths patients choose; others insist that physicians have a right and duty 
to steer” [66:227]. Thus, one avenue for assessing how automated transmission of PFI flows 
to doctors and insurance companies could affect contextual integrity is to consider the ways 
such flows align with these different values.  

As a company, Fitbit has positioned wearable fitness tracking as supporting preventative 
and diagnostic measures [85]. On the preventative side, Fitbit has partnered with insurance 
companies [23] as well as Medicare and Medicaid, two U.S.-government-run programs that 
primarily insure older adults and people with low incomes, respectively, which the company 
frames as its effort to engage underserved populations [85]. Its Fitbit Care platform is 
designed to help organizations like employers and health plans [21] “understand their 
[members’] health behaviors at a deeper level, beyond what EHR [electronic health records] 
and claims data alone can provide” [22]. Fitbit created the program because “[p]ayers, 
providers and consumers alike know that digital tools to support and understand daily 
health behaviors are key to driving down rates of disease and costs” [22].  

Fitbit’s comments frame the transmission of PFI to insurance companies as a way to 
foster the kinds of behaviors that support health, but also provide financial benefit. A few 
interviewees subscribed to this logic; those who took pride in their “good step numbers” 
and “active lifestyle” felt PFI flows to insurance companies could demonstrate that “I’m 
doing my preventative care.” Others wanted to see some of that financial benefit for 
themselves. For example, one said, “I think [PFI flows to insurance companies] would have 
to serve a purpose. I know that at least the state insurances, they do the annual exam and 
the blood test and stuff for a $250 gift card or something like that.” It is worth noting that 
this desire for a benefit in exchange for data is not necessarily connected to a health-oriented 
purpose; this interviewee would support PFI transmission if they gained something, not 
because it could improve their health.  

While incentivizing people to engage in healthy behaviors may not be inherently 
problematic, Step 7 explained why doing so in the context of health insurance can raise 
moral concerns [48]. If such practices make it harder for people to pay for health coverage 
and get treatment for health conditions, they could undermine the value of care in the 
healthcare context, and thus violate contextual integrity. In this vein, one interviewee 
wondered about the way that PFI flows to insurance companies could implicate doctors: 
“I'm not sure what the conditions are for treating me and obtaining coverage through my 
insurance. [The doctor] may be beholden to the insurance company in some way that I may 
not be aware of.” Indeed, Fitbit has worked with Google Cloud’s Healthcare API to promote 
interoperability with healthcare providers [62], and a Fitbit executive said the company 
seeks more integration with healthcare providers [85]. Despite issues about the accuracy of 
fitness tracker data, as noted in Step. 6, PFI can be used to make inferences about a subject’s 
personal relationships [89], diet, stress, and addictive behaviors [76]; and chronic conditions 
such as diabetes, high cholesterol, high blood pressure, or sleep apnea [9]. Thus, questions 
about how PFI flows could affect treatment itself are also important to consider. 

On the diagnostic side, Fitbit has partnered with pharmaceutical companies and medical 
researchers to study and promote the use of its devices to detect atrial fibrillation (a-fib), an 
irregular heartbeat condition [25, 49, 50, 85]. In this case, Fitbit data is not automatically 
transmitted to doctors; rather, Fitbit notifies users in whom it detects a potential sign of a-
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fib and encourages them to contact their doctor. This aligns with one interviewee’s vision 
of an appropriate flow of PFI to doctors; they expressed a willingness to share PFI with their 
doctor when addressing a specific medical concern, “so then we could troubleshoot and put 
together a plan if I needed to change lifestyle decisions.” It also appears to reflect the norm 
discussed in Step 5, in that a subject may choose to meet with a doctor and discuss their 
heart rate data, rather than have the heart rate data automatically sent to a doctor. If the 
threat of a-fib was extraordinary enough, CI contends that Fitbit could be justified in 
changing the transmission principle and transmitting the data to doctors automatically. But 
considering the value interviewees placed on being able to contextualize PFI data with their 
doctor, this may not be the case.  

This analysis aligns with Step 6’s concern and suggests that automated transmission of 
PFI for the purpose of providing health care could threaten contextual integrity by orienting 
subjects toward market-based incentives rather than health care benefits and could threaten 
their sense of autonomy in the doctor-patient relationship. 

 
Step 9: Recommendation for or against the system or practice being studied. 
The final step in Nissenbaum’s decision heuristic asks researchers to judge, based on their 

analysis, what the course of action should be. CI acknowledges that privacy is not absolute. A 
new technology-driven practice may violate privacy, but if the practice advances a societal goal 
that outweighs the harm, it may be acceptable. For instance, the flow of health data to public 
agencies for a public purpose may raise concerns, but if a public health crisis like the COVID-19 
pandemic arises, the societal interest in mitigating the spread of an infectious disease may 
outweigh such concerns and thus justify the information flows [28, 93]. 

Researchers can offer a recommendation by considering the following questions: Should the 
practice under study continue as is, or should it be rejected? What, if any, modifications or 
conditions should be implemented? Carrying the CI analysis through to this recommendation 
step is important so that privacy doesn’t become what Nissenbaum calls a “flamboyant 
smokescreen” against potentially worthwhile information flows [3]. She used such terms when 
Apple and Google invoked privacy concerns to explain their resistance toward working with 
public health agencies on coronavirus tracking, noting the irony that both companies tolerate 
surveillance in other capacities. Indeed, while Apple and Google rightfully implemented 
individual privacy protections into their tracing technologies, their privacy concerns about health 
agency involvement were perhaps less warranted given the important and trusted position health 
agencies play in contact tracing [34]. These nuances demonstrate why privacy needs to be put, as 
Nissenbaum [64] notes, in context. 

 

Step 9 Example: This example analysis examined the flow of PFI in the health care 
context. It established that the flow of patients (senders) choosing (transmission principle) to 
provide PFI (information type) about themselves (subjects) to doctors (recipients) who need 
it (transmission principle) as a norm of health care and observed that the automated 
transmission of PFI could pose concerns. In particular, the increased integration of 
automated PFI flows in the larger healthcare ecosystem can introduce new senders (Step 3) 
and transmission principles (Step 4-5) into the healthcare context, provide more granularity 
to information actors may already receive (Step 5), raise questions about diagnosis and 
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treatment, given the unreliability of PFI (Step 6), and unfairly limit people who already 
experience marginalization from obtaining affordable or complete medical coverage (Step 
7), potentially undermining the aims of health care itself (Step 8).  

As companies like Fitbit pivot their focus from consumer electronics to digital health 
[87], their practices deserve scrutiny from a contextual integrity perspective. Complicating 
things further is Google’s acquisition of Fitbit [77] which provides the internet giant access 
to PFI from millions of users. While Google has promised not to use Fitbit data for targeted 
advertising [29], questions remain how else Google might integrate PFI across other 
products, including a possible move to enter the healthcare space itself [6]. Such possibilities 
add fuel to concerns about the automated flow of PFI for purposes beyond those a subject 
expects when they begin using a fitness tracker.    

Our example CI analysis indicates that there are people who find the intersection 
between PFI and health promising. However, the analysis in Steps 6-8 suggest that PFI 
should not automatically flow to insurance companies, given its potential for exacerbating 
inequality, and that the flow of PFI into health care is something patients should individually 
pursue with their doctors, rather than something that doctors should mandate of patients. 
This approach strikes a balance between maintaining the integrity of the healthcare context 
while permitting those who value fitness tracking to integrate it into healthcare on their 
terms. 

4 BEYOND THE ROADMAP: ADDITIONAL CONCERNS WHEN APPLYING CI 

Having walked through the roadmap and example, in this section we explain how the roadmap 
addresses critiques of CI, identify opportunities for theory development to further strengthen CI, 
and offer suggestions for future work. 

4.1 Addressing Critiques of CI 

As CI has gained popularity in HCI and social computing research, scholars have critiqued the 
theory for insufficiently accounting for obscurity in institutional or automated practices [41, 84] 
as well as societal inequities [60]. Nissenbaum [66] has acknowledged CI’s limitations, and 
certainly, no theory is perfect. However, we believe that some of these concerns can be addressed 
by engaging with the full CI framework, and we offer the roadmap presented above as a way to 
help researchers—particularly those conducing qualitative work—do so. 

In her study of the privacy implications of direct-to-consumer genetic testing, King explains 
that CI “is limited in explaining why individuals disclose personal information in digital contexts 
where the norms are emergent, in flux, or when a company’s practices may violate contextual 
norms” [41:6]. She adds that “the fact that the respondents had not as of yet experienced a privacy 
violation by the company as conceptualized by contextual integrity does not mean that no privacy 
risks were present; it is that many of the privacy risks are inherent to the state of individual data 
being connected to others’ data” [41:25]. Similarly, Skeba and Baumer suggest that the social 
concerns of police use of facial recognition technologies, such as “potential stifling of free speech 
and assembly, disparate negative impacts on minority communities, and arrests made based on 
false-positive matches…cannot easily be articulated in the language of CI, though, since [they] 
are based more on perceptions about possible actions than on any discrete act that might 
constitute a violation” [84:7]. However, Skeba and Baumer’s [84] explanation of the CI framework 
focuses on parameters and norms and makes no mention of the framework’s second half, in which 
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norm violations are evaluated against moral and political values. Indeed, applying the full, nine-
step CI heuristic to direct-to-consumer genetic testing and facial recognition practices would 
likely identify the concerns these scholars have referenced. CI does not require an individual to 
experience a privacy violation in order for the information flow to be deemed concerning. Steps 
1-5 provide a structure for describing a given information flow, and Steps 6-9 involve comparing 
the information flow against moral and political values, which goes beyond individuals' 
experiences to consider the wider landscape, including legal and scholarly perspectives. Flows 
that contravene social values (regardless of individual preferences or experiences) can be judged 
problematic and resisted.  

Of course, the question of whose values and judgments are heeded is important. This concern 
grounds McDonald and Forte’s [60] critique of CI. They explain that “[n]orms are useful 
shorthand for how people expect to navigate relationships, situations, and spaces but…it is often 
the most privileged individuals who are able to participate in norm-setting and articulation” 
[60:3]. Indeed, long-standing structural inequities mean that many societies privilege the 
worldviews of certain groups over others, something CI does not directly address. McDonald and 
Forte contend that “[c]ontextual integrity assumes that in a given context the impacts of privacy 
violations will be experienced equally” [60:9]. While it is true that CI’s parameters do not address 
dimensions linked to structural inequality (e.g., race, gender, class, etc.), the second half of the 
framework is meant to help analysts uncover differential impacts. In our example analysis 
evaluating the flow of PFI in the healthcare context, Step 7 centered on concerns of 
discrimination—which critical scholars like Khiara Bridges [13] unpack in their evaluations of the 
link between privacy rights and socioeconomic status. Harnessing the full CI framework and 
complementing the prescriptive analysis with insights from critical theories like intersectionality, 
as McDonald and Forte [60] advocate, can bring privacy research closer to Nissenbaum’s goal of 
having CI help “reveal the delicate balance of multiple conflicting interests and plurality of values 
that complex constraints on flow seek to realize” [66:234].  

4.2 Opportunities for Theory Refinement and Expansion 

While harnessing the full framework, as we have advocated in this paper, will go a long way 
toward addressing critiques of CI, there remain several opportunities to further strengthen the 
theory. We focus on two areas where we think there are opportunities for refining Nissenbaum’s 
framework: parameters and the connections between parameters, flows, and norms. 

4.2.1 Open Questions About CI’s Parameters.  The five CI parameters—actors (further divided 
into subject, sender, and recipient), information types, and transmission principles—are the 
building blocks of information flows. But open questions remain about what the parameters cover 
and how they are connected. Nissenbaum [64] acknowledges that actors can be individuals, 
groups, or collective entities like companies. But what about artifacts like Fitbits or technological 
systems like TikTok’s “For You” algorithm? As social practices and digital technologies become 
more deeply entangled, it seems only logical that technologies can stand as actors. Relatedly, the 
medium of information transmission (e.g., face-to-face conversation, handwritten note, text 
message, public social media post) has privacy implications, but it’s not clear whether or how the 
CI parameters address this. Some have linked medium with the transmission principle parameter 
[46], while others suggest it may need to be a separate parameter [44]. Better integrating non-
human, technological actors into CI could also help push privacy research beyond a focus on 
individual preferences, expectations, and controls and toward more system-driven 
understandings. The CSCW community, with its commitment to theories such as structuration 
and sociomateriality [69, 70], is well-positioned for such work.  
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As we note in Section 3, the transmission principle parameter is among CI’s most valuable 
elements, but also one of its most misunderstood. In our roadmap, we aim to provide some 
conceptual clarity in Step 4 by encouraging researchers to approach the transmission principle as 
the sentiment that follows the expression, “This information flow is fine IF…” We believe this 
approach is compatible with those like Shvartzshnaider et al.’s [82], which divides the 
transmission principle into the sub-parameters of aims, conditions, modalities, and consequences. 
However, our narrow focus on the conditions of appropriateness contrasts with Frik et al.’s [27] 
broader interpretation of transmission principles as encompassing the purposes, benefits, and 
risks of information disclosure. We believe that focusing on conditions of appropriateness more 
closely matches the definition of a transmission principle as a “constraint on the flow 
(distribution, dissemination, transmission) of information from party to party in a context” 
[64:145], and that purposes, benefits, and risks fit better in other steps of the framework. 
Nissenbaum [66] aligns purposes with context and as such, we incorporated it into Step 2. Benefits 
and risks become important when considering whether the flow as a whole is worthwhile, and 
thus we embedded them in Steps 7 and 8. However, we echo Frik et al. [27] in calling for more 
theory development surrounding transmission principles. For instance, what happens when 
multiple transmission principles govern an information flow? How do changes in actor or 
information type affect transmission principles? This speaks to the need for more clarity about 
how the pieces of CI, from parameters to flows to norms, are themselves connected. We address 
this in the next section. 

 
4.2.2 Conceptual Clarity Regarding Connections Between Parameters, Flows, Norms, and 

Contexts.  CI’s parameters (actors, information types, and transmission principles) are the 
ingredients of information flows. CI contends that when information flows align with contextual 
norms, the social practice in question maintains contextual integrity. However, if flows do not 
align with contextual norms, privacy concerns may arise. Analysts can use CI’s parameters to 
pinpoint where the misalignment occurs. To determine whether the information flow should be 
altered as a result of the discrepancy—or, if the privacy concern is significant enough to warrant 
action—analysts evaluate the misalignment against broader political, moral, and contextual values 
and offer a recommendation about how to act.  

While this sequence may appear straightforward, applying it can be challenging. For instance, 
one application of CI discusses violations of parameters [84], but CI addresses violations of norms, 
not parameters. We hope that the roadmap and example case presented in this paper help 
demystify the different pieces of CI, but more work is needed to theorize the connections between 
them. For instance, at what point does something become a distinct information flow? In our 
example analysis, disclosing general fitness information in conversation with a doctor, showing 
Fitbit data to a doctor during an appointment, and transmitting Fitbit data to a medical file 
represent different information flows, and we can use CI’s parameters to identify what differences 
exist between them. But when do changes in parameters create different information flows? 
Compare a patient voluntarily disclosing fitness information to a doctor and a doctor asking the 
patient for fitness information. Are these the same information flows with different transmission 
principles, or are they different information flows precisely because their transmission principles 
differ?  

The connections between information flows and norms also merit further exploration. Is each 
information flow expected to have a correlating norm? Should analysts describe norms with the 
same granularity as information flows? Since norms are contextually driven, how should analysts 
handle situations where social practices engage overlapping contexts? This question is 
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particularly important considering that context collapse, or the merging and blurring of multiple 
contexts in a given sphere of interaction, is a defining condition of the contemporary digital 
environment [57]. The HCI and social computing community has taken up such questions [16, 
51, 92], and we encourage continued exploration to develop this aspect of CI further.   

Finally, the connections between preferences, expectations, and norms must be clarified. 
Critiques of CI suggest the framework focuses too much on individual preferences [41, 84], but 
Nissenbaum [64, 66] emphasizes that norms reflect fundamentally collective, not individual, 
expectations. One source for the confusion may be that most analytical applications of CI have 
been statistical. Factorial vignette surveys that operationalize CI ask respondents to rate a series 
of scenarios for appropriateness [e.g., 54, 91]. One would expect a certain level of variation at the 
individual level, as different people understandably have different interpretations of 
appropriateness. But in a well-designed survey, overarching population norms should appear, 
smoothing out individual variations (unless the scenario is truly so novel that no entrenched 
norms exist). Furthermore, researchers can visualize their survey data to pinpoint the most salient 
parameters and explain the extent to which they influence judgments [4, 5]. Qualitative research 
paradigms are not intended to generalize data from a sample to a population and thus will employ 
different methods for identifying and studying norms. One of the strengths of qualitative research 
is its ability to interpret how meaning and experience shape a given topic of study. Our roadmap 
suggests that researchers identify the CI parameters in their data and use information from 
various domains, including law, policy, culture, scholarship, media coverage, and corporate 
documents to make sense of the preferences, expectations, and norms relevant to their practice 
under study. But we encourage researchers and methodologists to continue developing guidance 
to support qualitative researchers in this work. 

4.3 Future Work 

We invite scholars to build on the roadmap presented in this paper and continue examining 
the role of CI in HCI and social computing research. Since qualitative research encompasses a 
range of epistemological commitments and data analysis methods, we tried to avoid making our 
roadmap overly prescriptive. However, since coding is an integral part of many qualitative 
methodologies, future work could offer more detailed guidance about how to code qualitative 
data for information relevant to each step of the CI framework. In light of section 5.2.2’s 
discussion of the need for more clarity about the links and distinctions between information 
parameters, flows, and norms, this guidance will need to consider how to reconcile the reductive 
nature of coding with the fluid and dynamic nature of information flows. The research 
community would also benefit from reflections on how to incorporate CI into non-coding-based 
methodologies like ethnography or case studies. 

To gain a deeper understanding of CI’s role in HCI and social computing research, we also 
encourage researchers to conduct a systematic review of CI in this space, similar to Benthall et 
al.’s [11] review of CI-based studies in computer science. Badillo-Urquiola et al.’s [7] preliminary 
analysis offers a starting point, but a full review is needed to better discern CI’s utility—and 
limitations—as well as identify opportunities for theoretical and methodological development. 

5 CONCLUSION 

As an analytical framework, contextual integrity enables researchers to pinpoint how 
information flows raise privacy concerns. But its power extends beyond such descriptive 
precision, as a CI analysis also lays the groundwork for helping people determine how to respond 
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to such concerns. Indeed, the idea that digital technologies raise privacy concerns borders on 
cliché. Privacy researchers, with their expert knowledge and methodological skills, are well-
positioned to help society figure out what to do about those concerns. Conducting a full CI 
analysis using Nissenbaum’s nine-step decision heuristic can equip researchers to make specific 
recommendations about how to alter a technology-driven practice to make it more privacy 
preserving—or perhaps advocate that the system or practice should instead be resisted outright. 
We hope that the roadmap and example analysis provided in this paper help privacy researchers 
harness the full potential of CI. 
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