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Fueled by Internet-of-Things technologies and spanning a wide range of sensors, speakers, and cameras, 
smart homes promise to make our lives easier and automate routine tasks. From speakers to security 
cameras, smart home devices (SHDs) answer our questions, monitor our home environment, and conserve 
energy. They also collect significant data, ranging from on/off commands to audio and video data, and they 
do this in some of our most private spaces. In this paper, we explore the privacy risks associated with SHDs 
by focusing on privacy-conscious smart home power users—those who spend significant time and money to 
research, install, and integrate devices throughout their homes and engage in advanced device and network 
management strategies to mitigate privacy concerns. Drawing on data from 10 focus groups with 32 privacy-
conscious power users, we identify the key privacy risks they perceive from this technology, as well as how 
they mitigate those risks through increasingly complex strategies. Our findings reveal that navigating the 
technical landscape that makes up the smart home environment—including what data is collected, what 
options are available for managing or restricting data flows, and who has access to data collected by SHDs—
is complex and often confusing, even for people who spend significant time researching devices and 
integration options. We use these findings to argue for further development of tools that are transparent, 
easy to use, and aligned with the privacy needs of a diverse userbase. 
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1  INTRODUCTION 

The last decade has seen tremendous advances in computing, from smartphones and wearables 
to sensors and apps. Much of this technology falls under the broad umbrella of the Internet of 
Things (IoT) which Mattern and Floerkemeier [67] define as “a vision in which the internet 
extends into the real world embracing everyday objects…. An Internet of Things makes 
computing truly ubiquitous” (p. 242). IoT is driven by “smart” objects that use sensors to collect 
data about their environment and share that data with other devices, end-users, or third parties 
through embedded networking capabilities. 

As these technologies have proliferated, they have become mainstays in the home, where 
sensors, cameras, and microphones are now commonplace. When a home contains multiple IoT-
enabled devices, it may be referred to as a “smart home,” which Gram-Hanssen and Darby [31] 
describe as spaces that “incorporate digital sensing and communication devices” that 
“communicate with each other seamlessly” (p. 94). They further note that smart home devices 
provide four primary services: energy control, home security, entertainment/ambience, and 
health monitoring. Popular smart home devices (SHDs) include speakers, TVs, security cameras, 
locks, lights, thermostats, and appliances, and all are designed to provide utility and convenience. 
Users can further enhance this utility by building ecosystems of connected devices [65]; this 
process is typically achieved by using an integration platform to connect and manage devices 
through a central hub. The most popular integration platforms include corporate (Apple, Google, 
Amazon) and open-source (Homebridge, Home Assistant) options.   

As smart home technology continues to grow in popularity—the global market in 2021 was 
expected to reach US$100 billion [94]—it is critical to evaluate the privacy and security risks SHDs 
pose, and identify strategies to mitigate those risks. A significant amount and diversity of data 
are collected from SHDs and, importantly, that data collection happens in the home, which Mallett 
[63] defines as “a private, often familial realm clearly differentiated from public space and 
removed from public scrutiny and surveillance” (p. 71). By this definition, SHDs violate core 
assumptions of the home as a safe space away from surveillance; this contradiction was 
highlighted in 2015 when journalists discovered a line in Samsung TV’s privacy policy stating 
that conversations near a TV would be collected and shared with third parties [36].  

When data collection happens in the background or in unexpected ways—like in the Samsung 
TV example—it raises concerns about what data is collected, where that data is stored, and who 
it is shared with. Researchers have highlighted both technical (e.g., [9,40,43]) and social (e.g., 
[54,108,111]) privacy risks raised by SHDs, including adversaries using daily patterns to identify 
when a person is not home [28]. To make matters worse, users may have limited or incomplete 
threat models to assess risks associated with these technologies [111]. 

In this paper, we build on prior work by analyzing how privacy-conscious smart home power 
users think about and manage the data generated by devices in their smart homes. “Power users” 
refers to people who “exploit the devices to the fullest extent… they use the devices more 
innovatively, efficiently, and thoroughly than ordinary users” [112] (p. 1743). Power users are an 
important but understudied subset of technology users; because they are often at the leading edge 
of technology development, they are likely among the first to identify potential risks raised by 
technology use and think creatively about how to manage their devices and data. By further 
focusing on privacy-conscious power users, we can surface a wide and deep range of perceived 
risks, as well as more complex approaches concerned users take to limit unwanted access to their 
data. Therefore, we focus our analysis on two research questions:  
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RQ1: What concerns do privacy-conscious smart home power users have regarding 
their SHDs and the data they generate?  

RQ2: How do privacy-conscious smart home power users mitigate these concerns through 
their purchasing decisions and their device/network management?  

We present findings from 10 focus groups with 32 U.S. adults—who we describe as privacy-
conscious smart home power users—identifying four major categories of perceived privacy risks 
to using SHDs and two major categories of risk mitigation strategies participants employ in their 
homes. Notably, we identify several advanced strategies that are rarely discussed in prior work 
(e.g., setting up a Pi-hole or multiple routers to isolate devices), which we attribute to the nature 
of our sample.  

These findings extend prior work on privacy and security risks associated with IoT and smart 
homes in several notable ways. First, we focus on people who have built out a smart home 
ecosystem with many interconnected devices, rather than those who are using a single device 
like a smart speaker. This shift is important because smart home technology is getting more 
popular—and more devices in the home means more data collection and more security risks (via 
device vulnerabilities). Second, we provide insights from privacy-conscious power users, who 
think about and use these devices in creative and advanced ways, giving insights into a future 
where smart home technology is more fully integrated into living spaces. Third, we capture a 
range of strategies employed to mitigate privacy and security risks from SHDs, something that 
few studies have addressed, and never in detail (e.g., [89,109]). 

In the following sections, we first describe the smart home environment to help situate our 
findings, as our participants set up complex ecosystems that often comprised many devices and 
one or more integration platforms. We then summarize prior research on smart homes and 
privacy/security before detailing our data collection. In the findings, we address our RQs by 
exploring the risks and mitigation strategies articulated by our sample of privacy-conscious 
power users. We conclude by reflecting on the complex and often confusing technical landscape 
that surrounds the smart home environment—a landscape that even highly engaged power users 
found challenging. Given that most people do not have the skills or motivation our participants 
displayed, we argue that these findings highlight the critical need for smart home tools that are 
transparent, easy to use, and aligned with users’ privacy needs. 

2 OVERVIEW OF SMART HOME TECHNOLOGY ENVIRONMENT 

Before we review prior research on privacy considerations for smart homes, this section provides 
a brief overview of the smart home technology environment. As the market expands, consumers 
are increasingly faced with a complex array of devices, integration platforms, and communication 
protocols that are often surprisingly difficult to set up and automate [104]. This complexity 
influences how people mitigate privacy concerns and underscores the importance of our findings. 
For a more complete introduction to smart home technologies, architectures, and services, see 
[15,28]. Figure 1 summarizes the various ways people may manage their devices. 

2.1 Smart Home Devices 

SHDs are the physical hardware that makes smart homes work. The most common are smart 
speakers (e.g., Amazon Echo and Google Home) that provide voice-activated interfaces to relay 
information and perform basic automations through their virtual assistants. Smart speakers may 
also act as a “hub” in a smart home, allowing for centralized control of other devices. Voice 
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SHDs are the physical hardware that makes smart homes work. The most common are smart 
speakers (e.g., Amazon Echo and Google Home) that provide voice-activated interfaces to relay 
information and perform basic automations through their virtual assistants. Smart speakers may 
also act as a “hub” in a smart home, allowing for centralized control of other devices. Voice 
assistants require an internet connection to answer most general requests and queries but can 
also be used for home automation commands when set up on a local network. Other popular 
SHDs include switches and light bulbs, internet-connected doorbells and security cameras, smart 
garage doors and locks, thermostats, and internet-connected appliances.  

Generally, SHDs connect to the internet or some other central hub within the house and 
respond to programmed automations or voice commands. Nearly all modern TVs include internet 
connectivity features to run streaming apps natively, and many integrate with Amazon or Google 
assistants. Less common SHDs include internet-connected sensors to detect air quality or water 
leaks, utility meters, blinds and window treatments, and even automated devices to physically 
turn otherwise “dumb” switches on and off within the house. Most SHDs have a mobile app with 
a user interface to manage and control functions remotely.  

Fig. 1. Approaches for integrating smart home devices, applications, and automations. 
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2.2 Integration Platforms 

Most of our participants relied on an integration platform to help coordinate and manage the 
multiple SHDs in their home. Integration platforms act as a “command center” for managing 
devices, allowing them to communicate with each other and enabling automated actions, often 
across different manufacturers. The most popular integration platforms used in smart homes have 
been developed by Amazon, Google, and Apple. 

Integration platforms typically consist of a physical hub, an application providing a user 
interface, and a common software and/or networking framework to ensure devices can 
communicate and work with each other. For example, Apple’s physical hub is usually a HomePod 
or an Apple TV, supported by the Apple Home App and Siri Voice Assistant; it operates on 
Apple’s proprietary HomeKit connectivity framework. Compatible devices within each 
integration platform are programmed to be easily recognized by the physical hub or application. 
Devices are typically sold with labels indicating which integration platforms and communication 
protocols they support, such as “Works with Alexa” or “Works with HomeKit.” Thus, integrated 
platforms have helped consolidate the diverse SHD market into a handful of ecosystems. 

Integration platforms vary in their openness. It might be easy to add a smart garage door 
opener if you use the Amazon Alexa ecosystem, but Apple takes more of a “walled garden” 
approach to their HomeKit platform [93], and thus many SHDs are difficult to integrate into their 
framework. Third-party, open-source gateway products such as Homebridge and Home Assistant 
have emerged to help users control SHDs that are not engineered to work with one’s preferred 
integration platform. These gateways typically must be installed on a separate computing device 
(e.g., a spare laptop or a low-cost Raspberry Pi) to become a hub for the SHDs, and they often 
require more effort and skill than simply relying on the standard integration platforms and 
proprietary apps. 

2.3 Communication Protocols 

Communication protocols allow SHDs to “talk” to the hub or other devices within a smart home. 
They enable hubs to control other devices, provide remote device management when away from 
the home, and allow cross-device automations (e.g., turning an interior light on when the front 
door’s smart lock is activated). Some communication protocols are short-range; devices connect 
to hubs through close-range and low-power wireless network protocols like Bluetooth, Z-Wave, 
and Zigbee [23], which do not require internet access. Apple’s HomeKit Accessory Protocol and 
Google’s Weave are other examples of short-range protocols used to connect SHDs within an 
ecosystem. Other devices may be configured to connect to each other via a home Wi-Fi network, 
but without necessarily connecting to the internet itself. 

In contrast, some devices require an internet connection to function. Smart speakers, hubs, and 
integration platforms typically rely on internet-connected communication protocols, most 
commonly through Wi-Fi or wired internet access. Other SHDs connect directly to the internet 
through a home Wi-Fi network rather than short-range connections to a hub, including devices 
with heavy data transfers (e.g., smart TVs), common appliances like washing machines, or SHDs 
too far removed for short-range protocols to be effective (e.g., external cameras). Figure 2 shows 
a typical SHD network.  
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2.4 Network Configuration and Management 

Various customizations could be made to the network in Figure 2 to provide additional privacy 
protections. For example, virtual network routers can provide local connectivity for devices 
without directly connecting to the primary network router. Additional wired routers and Wi-Fi 
subnetworks can be used to segregate SHD traffic from other household internet use [50]. For 
example, a second network router could be added to Figure 2 to segregate the washing machine 
and TV data from other internet traffic. Another advanced techniques is “flashing firmware” to 
override a device’s default settings and force it to connect to a custom network configuration 
[92]. 

Smart home users can also monitor and manage network traffic through various means. 
Network monitoring tools, including specialized ones such as IoT Inspector [40], allow users to 
view network connections and traffic among SHDs in their homes [37]. More advanced network 
management techniques include utilizing blocklists, DNS relays, or Pi-holes to prevent internet 
traffic from flowing to unwanted domains or IP addresses [7,33,46]. 

3 RELATED WORK 

In this section, we summarize prior work related to our two research questions. We use these 
findings, which largely focus on non-power users (or users with a mix of skill levels) as a baseline 
from which to compare our findings with privacy-conscious power users. Marathe and colleagues 
[64] define power users as a combination of four components: competence (ability to set up and 
manage devices), motivation (to learn more about the technology), expertise (technical skill), and 
desire (to use a given technology to its full potential). Researchers have suggested that smartphone 
power users are more privacy-conscious because they install fewer apps and grant fewer 
dangerous permissions on their phone [48,70]. Kang and Shin [48] also found that power users 

 

Fig. 2. Smart home devices using a range of communication protocols within a smart home. 
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expressed greater concerns about privacy intrusions related to their smartphone use, but they 
also expressed higher trust in mobile companies and services. On the other hand, Cho et al. [20] 
found that offering privacy customization options decreased power users’ trust in smart speakers; 
they argue that power users are likely interested in saving/analyzing commands, and features like 
automatically deleting voice data may feel like “extra work without clear benefits” (p. 9). This 
suggests a tension between the core characteristics of power users—the desire to learn about, use, 
and adapt technology for the greater personal benefit—and privacy considerations. We explore 
this more in our findings.  

3.1  Perceived Risks and Concerns Associated with IoT and Smart Home Devices  

Since IoT devices must collect data from users and/or their environment to work, researchers 
have explored contextual factors that influence users’ perception of data practices in the IoT 
environment. Although these factors are often difficult to separate, studies have highlighted what 
kind of data is being collected, where the data is being collected, and who is collecting the data as 
important factors.  

First, considering what types of data are being collected, users are most concerned with audio 
and video data [18]. For example, Dunbar and colleagues [25] found that people’s perspectives on 
SHD audio privacy fell into three categories: pragmatists, who accepted risks to get benefits and 
trusted companies to protect their data; guardians, who confidently engaged in strategies to 
reduce privacy risks; and cynics, who expressed uncertainty about data collection but lacked the 
knowledge to effectively manage their data. On the other hand, people are unconcerned with 
non-audio/visual data, which Kurze et al. [52] refer to as “simple data,” due to a lack of 
understanding of potential privacy risks and thinking that nothing interesting could be derived 
from those data. As such, users’ perceptions of the types of data being collected relate to how 
sensitive users are to that data, which is often related to the type of device it was collected on. 
For example, Zimmer and colleagues [113] found that many people using fitness trackers had 
little to no concerns about their step data, viewing that as non-sensitive. Kwon et al. [53] found 
that intimate data (from a smart shower) only becomes sensitive when it is discussed with others 
(e.g., partners, researchers), suggesting that data sensitivity is difficult to define and highly 
contextual. 

Next, when considering the location of data collection (where), researchers have found that 
people are skeptical or concerned about data collection in their homes [8,21,26,56,68,99]. Emami-
Naeini and colleagues [26] found that privacy preferences varied significantly by the location of 
data collection; participants were significantly less comfortable with data collection happening in 
the home than any other location. It is important to note that SHDs can be deployed within 
different areas or rooms, and researchers have found that location within the home also affects 
people’s privacy concerns. For example, bedrooms [21] and bathrooms [68] are viewed as the 
most concerning spaces in the home because they are places related to self-appearance and 
intimacy. 

Third, researchers have found that who is collecting the data is important to users [8,55,56]. 
Multiple studies have demonstrated that people generally regard the government with skepticism 
and may be unwilling to share personal information with government entities [8,35,56,111]. 
Zheng and colleagues [111] found that “technically skilled early adopters” trust manufacturers to 
use collected data for legitimate purposes (i.e., improve products and user experience), but have 
expressed significant distrust regarding government and internet service providers (ISPs) 
accessing their data. Likewise, trust in technology companies and brand reputation plays a role 
in decisions to use smart speakers [59,91,109]. 
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When considering specific smart home devices, three of the most popular—and therefore most 
studied—are speakers, TVs, and cameras. Smart speakers are extremely popular: a 2022 
NPR/Edison Research survey found that 35% of U.S. adults have one or more in their home, likely 
due to their low cost, functionality, and ease of use [72]. Trust also plays an important role in 
determining smart speaker privacy concerns: Lau et al. [54] found that smart speaker users 
trusted the companies not because of their privacy and security measures, but because of their 
prior positive experience with the companies in other contexts. Both users and non-users have 
expressed concerns about the evolution of these devices; many smart speakers now come with 
cameras and have features (e.g., Amazon’s “drop in” feature) that make them feel more invasive, 
especially when placed in spaces like bedrooms [99]. 

Smart TVs are also widespread in homes, and Malkin et al. [62] found consumers often 
purchase TVs without knowing they are “smart,” given their widespread availability in the 
marketplace. This is concerning, as Ghiglieri et al. [29] found a general lack of awareness of 
privacy risks related to smart TVs, including their ability to collect audio, video, and viewing 
history data. Further, Rutledge et al. [80] warn that the data collection practices of smart TV 
makers are largely unchecked by policy or regulation, and their privacy policies are often 
misaligned with consumers’ needs and preferences. Malkin et al. [62] found users were willing to 
“dumb down” their TVs (i.e., disconnecting them from the internet) if data was being shared with 
third parties, but Ghiglieri et al. [29] noted users are unwilling to disconnect their smart TVs 
unless clear privacy risks are present. 

Internet-connected smart cameras—including Amazon’s Ring devices—are also increasingly 
popular. Tan et al. [90] found that people use smart cameras to enhance everyday activities such 
as managing guests and packages, monitoring pets and kids, and casually spying on neighbors. 
Some smart cameras not only collect video data but also audio and environmental data. For 
example, some are configured to detect motion, noises, persons (including via facial recognition), 
and “unusual activities” [90]. Pierce [77] notes that smart cameras are “foot-in-the-door devices” 
that take small steps to gain acceptance over time, fitting with Oulasvirta et al.’s [74] previous 
findings that people gradually came to accept camera surveillance in their homes, even if they 
initially opposed it. Researchers have also highlighted privacy implications for bystanders and 
others captured by cameras. Ahmad et al. [5] found that bystanders often want physical privacy 
controls to manage their exposure to smart cameras, a desire complicated by the fact that primary 
owners manage device settings and deployment [78]. 

3.2  Strategies to Mitigate Smart Home-Related Privacy Concerns  

Few studies have explored users’ specific strategies to mitigate privacy concerns in smart homes. 
Frequently, gaps in user awareness of data practices and security risks translate into a failure to 
engage in any mitigation strategy [89,109]. On the other hand, users with a technical 
understanding of smart homes are able to identify network-related vulnerabilities and threats and 
engage in technical strategies to mitigate their privacy concerns [109]. In other cases, users fail 
to take protective actions because they lack a fundamental awareness that their devices are 
“smart” [29,62,103].  

When users do act, their mitigation strategies vary greatly, and they can be roughly 
categorized into non-technical and technical strategies. Non-technical mitigation strategies 
include altering one’s behavior or interaction with the devices, adjusting device location [89,109], 
or limiting use by avoiding certain functions or providing only necessary information during 
setup [89]. This practice seems to be common with smart speaker users [2,41,54]; for example, 
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Huang et al. [41] found that smart speaker users avoid making purchases through voice command 
and do not share sensitive information with their voice assistant to mitigate their concerns, even 
though this may lessen their user experience.  

Technical mitigation strategies focus on adding security protections or modifying data flows 
on devices. These approaches may be less common because they generally involve more 
knowledge about devices and how they interact with one’s larger smart home network. In fact, 
Jin et al. [45] found that only 1% of respondents in their study managed their smart speaker data 
through technical strategies. These strategies include traditional, device-level security practices 
like changing default passwords, using two-factor authentication [89], turning off features such 
as microphones, or deleting past video recording or behavior logs [103]. Network-based 
strategies—again, rarely, if ever, mentioned—include isolating devices from one another or from 
the internet completely [80,103,109], using short-range protocols to prevent their physical hub 
from communicating with cloud servers [103,109], and using tools to monitor and block traffic 
[43,80,103,109].  

People who do not employ mitigation strategies may be unaware of privacy threats, lack the 
knowledge and/or tools to do so, or be unwilling to take the time to enact them [1,45]. For 
example, Abbott et al. [1] deployed IoT devices in eight households of people who reported 
interest in purchasing IoT devices; over a three-week period, they found that two-factor 
authentication was not used by participants, despite its privacy preserving functions, because of 
low perceived usability (e.g., inconvenient and unnecessary). Smart security systems (e.g., 
cameras) were used despite participants’ privacy concerns, and while the researchers provided a 
Raspberry Pi Safe Router and Home Assistant dashboard, participants chose to use devices they 
were familiar with over the Safe Router, foregoing network-level mitigation strategies.  

While this lack of engagement in robust privacy management is not surprising for non-power 
users—who may be more focused on the benefits and convenience the technology brings—we 
would expect that power users’ approach to privacy management will reflect their drive to master 
the technology and customize it to their needs, while also considering how to best protect the 
data generated from the multiple, interconnected devices in their smart home ecosystem.  

4 METHOD 

To address our research questions, we conducted 10 online focus groups with 32 U.S. adults in 
August 2021. We chose semi-structured, virtual focus groups because they allow for a wide 
variety of perspectives in a setting that allows for immediate follow-up from other participants 
and facilitators [51]. Focus groups also work well for exploring perceptions and generating ideas 
[88], which were key goals for this study.  In addition, our use of Zoom allowed us to recruit users 
from across the country. Prior work also suggests that virtual participation—from the comfort of 
one’s home—can lead to richer conversations [86]; in our case, given we were discussing smart 
home technologies, this may also have offered a further benefit of reminding participants of their 
use of SHDs. Finally, virtual participation (versus in-person sessions) may have put some 
participants at ease and reduced power differentials between participants and researchers [51].  
 We provide details on recruitment, study design, and data analysis below. See the 
Supplemental Files for the recruitment text and where messages were posted, as well as the 
screener survey instrument, focus group protocol, and final codebook. See Park et al. [75] for a 
separate analysis of this data that explores design limitations of current SHD setups and 
recommendations from our power users on ways these systems can improve privacy and usability 
for all types of users.  
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4.1  Recruitment  

Because we were interested in talking with people who used multiple smart home devices and we 
wanted a demographically diverse sample, we created a short screener survey for potential 
participants to complete and indicate their interest in participating in a focus group discussion. 
The survey asked about living environment (e.g., whether they lived with other people, whether 
they rented or owned their home), what categories of SHDs they used, and demographic 
questions. We also asked them to indicate their concerns about data collected by smart 
technologies and their comfort and confidence in managing SHDs in their homes. 

After receiving institutional review board (IRB) approval, the survey was deployed in July 
2021 using Qualtrics. Recruitment messages were shared via two of the authors’ social media 
accounts and were posted on relevant Reddit forums and public Facebook group pages. In one 
week, we received 441 responses; after data cleaning and quality checks, we were left with 277 
potential participants.  

We then created a prioritized list of prospective participants using criterion and maximum 
variation sampling, two forms of purposeful sampling detailed by Patton [76] that involve 
selecting participants based on predetermined factors related to the research goals and selecting 
participants who are different across a set of specified characteristics. We included the following 
criteria for participation that connected to our goal of understanding how privacy plays a role in 
decision-making and use of SHDs: 
  

1. Smart home device usage. Our screener survey asked participants which SHDs they used 
from a list of 12 categories (Q10). This led us to exclude those who only selected one device 
and to prioritize those who used multiple types of devices. 

2. Data concerns and mitigation behaviors. A primary goal of this study was to 
understand what concerns smart home users expressed and how they mitigated those 
concerns. Therefore, we reviewed open-ended responses to survey questions regarding 
changes in SHD use and hesitation to use certain devices (see Q15-Q17). We also reviewed 
the four items included in Q9, which included statements regarding data privacy attitudes 
(e.g., “I’m concerned that ‘smart’ devices collect too much information”). We chose to look 
at multiple items because privacy is a multi-faceted concept and interacts with other 
factors. For example, someone could express relatively low concerns because they have 
high confidence in their ability to manage their devices and protect their data. We 
prioritized inviting respondents who shared examples of stopping or changing their use of 
SHDs and/or hesitancy toward using SHDs. 

3. Participant diversity. We captured both demographic (gender, race, age) and living 
environment characteristics (renting vs. owning, living alone vs. with others) in the survey 
and included these factors in our decision-making. After narrowing our potential 
participant pool to 129 people based on the first two criteria, we then used these factors to 
create a prioritized list of participants that maximized diversity. For example, we prioritized 
female and non-binary respondents, as they represented a small percentage of the pool 
(14/129). We also prioritized non-white respondents for similar reasons (24/129). 

 
We contacted 82 people based on the process above, emailing in batches and sending out new 

invites as needed to ensure we achieved saturation. From this, 38 people signed up to participate 
and 32 attended one of 10 Zoom focus groups during August 2021. Each session lasted 
approximately one hour and included 3-4 participants to ensure all had ample opportunity to 
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speak. At least two authors attended each session, with one acting as moderator while others took 
notes and occasionally asked follow-up questions. Each focus group opened with an ice breaker 
question regarding “a day in the life” of their SHD use, then transitioned into questions about 
their likes and dislikes with their SHD setup, thoughts on data collected by their devices, and 
concerns they had about SHD technology. We then transitioned to a virtual whiteboard activity 
using Google Jamboard, where each participant spent time individually mapping their devices 
onto an empty grid that accounted for perceived data sensitivity (x-axis) and desired control over 
data (y-axis). Prior to starting, the moderator described the activity and shared an example grid 
(see Figure 3); participants were then directed to find and fill out the blank grid (on subsequent 
slides) with their name on it. The session concluded with a discussion of desired design features 
to make SHD data flows more visible and accessible to users. All participants received a US$30 
Amazon gift card in thanks for their participation. 

4.2  Participants 

Participant data is detailed in Table 1. Participants were likely to be male (n=25), white (n=23), 
and 36 years old on average (SD=9.26). Most owned their home (n=21), and 11 participants had 
children under 18 living with them, while seven participants lived alone. Nearly all participants 
used one or more smart speakers (Amazon Alexa, Google Home, or Apple HomePod; n=30) and 
some form of smart lighting (e.g., Phillips Hue lightbulbs; n=31). Other common SHDs used were 
sensors (n=27), TVs (n=23), thermostats (n=19), connected security cameras (n=18), and door locks 
(n=18). While we recruited from online forums for a variety of smart home platforms, many 
participants (n=21) were Apple HomeKit users, which had implications for our findings—
something we detail below.  

Fig 3. Sample Jamboard grid shown to participants before they completed the activity. 
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Table 1. Participant IDs, Descriptive Data, Data Concerns, and Smart Home Details 
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 We describe our full sample as being privacy-conscious power users based on two criteria. 
First, our selection criteria led us to select participants who expressed data concerns, valued data 
privacy, and/or engaged in specific actions to reduce data flows from devices. Second, all 
participants qualify as power users based on Marathe et al.’s [64] four factors (competence, 
motivation, expertise, desire). Beyond that, we note that a subset of participants (n=16) displayed 
highly advanced technical skills; we labeled such participants as having advanced network 
management skills (denoted in Table 1 and described further in Section 5.2) if they said they 
engaged in one or more of the following network management strategies: setting up a Pi-hole or 
private DNS, flashing devices with custom firmware to make them run locally, setting up multiple 
routers to isolate devices, and/or setting up firewalls. 

4.3  Data Analysis  

After each session, the authors present on the call held a short debrief, sharing initial reactions 
and reflecting on the session in relation to prior sessions. This process enabled the team to discuss 
saturation throughout data collection. By Session 9, we agreed we had reached data saturation, 
which Saunders et al. [82] define as “the degree to which new data repeat what was expressed in 
previous data” (p. 1897); however, we chose to hold the final scheduled session because it included 
two female and one non-white participant, and we wanted to expand the perspectives of these 
groups.  

All sessions were recorded with participant consent, and the audio files were transcribed via 
Rev.com. After reviewing for accuracy, transcripts were uploaded into Atlas.ti for qualitative 
coding by the research team. Using the qualitative analysis approach detailed by Miles, 
Huberman, and Saldaña [69]—which involves first- and second-cycle coding—the team developed 
an initial codebook based on the protocol and our research questions using “protocol” and 
“provisional” coding. Each team member coded one transcript from a session they did not 
participate in using this codebook and making notes about questions and suggestions for new or 
collapsed codes. The team then met to discuss their notes and refined the codebook and code 
definitions. Following this, each transcript was reviewed and coded by two authors.  
 Coded excerpts were then exported to Excel for second-cycle coding. Following Saldaña’s [81] 
process of “theming the data,” each team member selected two codes and categorized excerpts 
from each code to extract themes. This process of categorization involved reading 
and rereading the excerpts for a given code, assigning descriptive phrases for each excerpt, then 
organizing excerpts based on emergent themes. For each code, a team member wrote a detailed 
analytic memo to identify meta themes and provide examples from the data for each theme from 
that code [13]. These memos were discussed by the full team before writing up the findings. The 
first author also reviewed the Google Jamboard grids to identify notable differences between grids 
that belonged to advanced network management skills users and other participants.  

5 FINDINGS  

5.1  Privacy Risks and Concerns Regarding Smart Home Devices (RQ1) 

Four interconnected themes emerged regarding the privacy risks and concerns our participants 
identified when buying and using smart home devices: 1) perceived trustworthiness of particular 
SHD platforms, 2) broader uncertainty about the type and amount of data collection, 3) concerns 
related to specific types of data collected, and 4) tradeoffs between utility and privacy concerns. 
We detail each of these below.  
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 5.1.1 (Dis)trust in Platforms Influences Device Purchasing and Use.  Because of the quantity and 
nature of data collected by smart home devices, it is unsurprising that concerns about trust were 
common when discussing purchase and use decisions. For example, P23 had a long list of “devices 
I would never use or that I’m strongly against,” including Facebook Portal (“I absolutely would 
never live with anyone who has one of those and I would never allow that in an apartment with 
me”), Ring cameras, Nest cameras, and Amazon products. P29 was uncomfortable with Amazon’s 
business model, saying, “I’m not crazy about the fact that they are coming into your home with 
the intention to sell to you.” P27 became frustrated upon learning his smart thermostat came with 
an Alexa feature, and he disabled the feature, then did additional research to confirm there was 
no way for Amazon to collect audio data. Likewise, P13 said he was annoyed when Amazon 
bought the company Eero shortly after he purchased an Eero router. P5 noted that early on, when 
he was choosing an ecosystem, “the one I was most worried about from a security standpoint is 
Amazon…Their devices are plentiful, they’re cheaper, generally, than what you would buy from 
Apple, but I just worried about that creeping intrusion.” These sentiments align with and extend 
previous work on the role trust plays in the use of smart speakers [59,91,99,109]. 

Most participants opted for HomeKit’s integration platform, with many noting that they chose 
Apple because they trust the company and its commitment to data privacy and security—even if 
that meant losing some functionality or spending more money. Apple has long positioned itself 
as a technology company that designs products with privacy in mind, as highlighted through 
privacy and encryption features in their hardware [32], intelligent tracking prevention in its 
Safari browser [85], and privacy nutrition labels that provide standardized information on data 
collected by apps [71]. This focus on consumer privacy protections resonated with participants: 
P19 said he selected HomeKit because “it’s supposed to be really secure,” and P13 noted that when 
comparing the three primary ecosystems, “Apple was the one that had the most privacy built into 
it.” Similarly, P2 noted, “I think I trust Apple’s privacy the most.”  

However, this trust in Apple was not absolute. P3 said, “I trust Apple to some degree, not 
blindly. But that was my way of trying to stay as privacy conscious as I could where I’m not 
thinking about it all the time.” Likewise, P10 said he had done his “due diligence” and reviewed 
information from Apple on how the technology works, but he said there was only so much he (as 
a consumer) could do: “At some point, you do just have to trust and say, hopefully the system is 
designed the way they say it is and security researchers are looking at it and I’m just going to 
trust that that’s safe.” 

Nonetheless, numerous participants commented that they were willing to pay more for 
HomeKit devices and/or deal with less functionality because of concerns that companies who 
made cheaper devices routinely collected and/or sold user data. P24 noted that while he previously 
owned some Echo Dot devices (“because they were cheap”), he became more concerned over time, 
especially after learning more about Amazon-owned Ring cameras, which he described as turning 
the doorbells “into a mesh network of video surveillance cameras for the police.” P24 continued: 
“Just seeing how easy it was for that footage to be given up gave me a lot of pause around having 
those Amazon devices in our home listening.” He later stopped using the Amazon devices. P5 
said, “It [Apple] costs you more, but you have that little bit more of a peace of mind that there’s 
a little bit more control.” These sentiments are a departure from other smart home studies, where 
participants tend to focus more on usability and less on enhancing data privacy [6,42,83,110]. 

5.1.2 Concerns Due to Uncertainty About Data Flows and Lack of Control. Participants expressed 
a strong desire for greater information and transparency about smart technologies and grew 
concerned when they felt like they had limited control over their data. These concerns are not 



247:16   Anna Lenhart et al. 

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW2, Article 247. Publication date: October 2023. 

entirely surprising, given media stories in recent years about devices recording conversations 
[38], companies and third parties using voice data for advertising [79], concerns about devices 
sharing data with police [16], and, shortly before our data collection, news that Amazon was 
experimenting with mesh networks and would, by default, automatically share Amazon device 
users’ internet with their neighbors [30]. P6 noted that he was familiar with this new Amazon 
feature (Sidewalk) because he’s a “geek” who had read up on it and was able to turn it off; that 
said, he noted it’s probably unlikely that “average” users of these devices are as well-versed on 
these changes.  

While our participants sometimes spent significant time learning about SHDs, even they felt 
uncertainty regarding what happened to their data. In talking about the various apps he used, P25 
highlighted this uncertainty, saying, “you don’t know exactly what they’re getting access to, so 
when you give any company access to your information, it’s always kind of scary what exactly 
they’re grabbing.” P20 shared the example of people discovering that energy companies could 
access and control Nest thermostats after several Texas companies adjusted residents’ 
thermostats during a heat wave to reduce strain on the electric grid [84]; he said, “I don’t 
participate in those programs. I don’t like the idea that a vendor can reach into my house and 
adjust my knobs without me being aware of it. That is concerning—that’s a level of control that I 
don’t want somebody else to have.” And even though P5 said he was satisfied with  Apple’s 
protections, he added the caveat that “I don’t feel that it’s 100% secure or that I can see into what 
it’s doing.” 

5.1.3 Some Data Types Are More Concerning Than Others. The privacy risks our participants 
associated with their smart home devices varied significantly based on the type of data collected. 
Overall, participants were most concerned about interior cameras (video data collected in private 
spaces), followed by some concerns with devices that collected audio data. Participants were also 
very concerned about any data that needed to be shared externally with company servers.  

While more than half of our participants said they used some form of camera in or around 
their home, these devices also raised the biggest concerns, especially for indoor cameras. P19 said 
he had “no problem” with exterior cameras, “but inside the house, [my kids] don’t want to feel 
like they’re just being watched. Not that I’m watching them or anything, but they just don’t want 
that feeling of an invasion of privacy.” P20 shared a similar sentiment, saying, “I’m not putting 
[cameras] in my house. I have lots outside the house…but I don’t want interior cameras. That’s 
too much of an invasion of privacy. Everything in my house is monitoring me, but that’s where I 
draw the line at.” Likewise, P29 said she was “not quite comfortable with having them in my 
house,” while P31 said, “I don’t think I’d ever get to the point where I feel comfortable having 
smart cameras either, even outside my home.” 

Participants also expressed considerable concern with microphone-enabled devices, especially 
smart speakers and smart TVs. P30 said she and her husband had enough concerns about their 
smart speakers that they carefully thought about where they put them and avoided rooms where 
the devices might pick up work-related conversations. P20 said he was “not a fan” of smart 
speakers and didn’t like “when I’m talking about something and I start getting ads about the 
places that we discussed or a product that we mentioned that I didn’t search for.” When it came 
to smart TVs, participants were concerned with the amount of data they collected. P24 found the 
practice of smart TVs tracking and selling data “creepy as hell.” P9 said he tells family and friends 
who are buying a new TV to not connect it to the internet. He was concerned that many people 
don’t understand that “the reason you are buying a $500 72-inch TV is because we [the company] 
are going to be scraping everything and making a ton of money off [of] that.” 
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While most of our participants expressed concerns about their SHDs, only one (P7) actively 
expressed little to no concern about the data these devices collect. Her comments resonated with 
the oft-voiced “nothing to hide” view of privacy; she said, “I don’t really have anything to hide. 
We’re not doing anything crazy. If they want to track how many times I open my garage door, 
then, okay…at this point, I feel that they were probably going to find the information out 
anyway.” 

5.1.4 Evaluating Tradeoffs Helps the Decision-Making Process. P7’s comments in the previous 
section highlight one way in which participants thought about using SHDs as a tradeoff between 
the benefits the devices provided and the potential privacy risks they posed by using them in a 
private space. Tradeoffs came up when talking about decisions to purchase or use a device, and 
many of our participants described taking time, “doing research,” and spending more money to 
balance their desire for functionality with that for privacy—or they acknowledged that, in some 
cases, they gave up one for the other. Because we spoke with power users, these evaluations of 
tradeoffs look different than what has been found in prior work (e.g., [89,109,111]); our 
participants were less willing to trade their data for convenience and more willing to spend time 
and money finding the best balance. 

Tradeoffs were frequently mentioned when participants discussed their decision-making 
process around purchasing new devices for their home. In many cases, the primary tradeoff was 
between spending more money for privacy-friendly devices or getting greater functionality 
without those protections built in. Because our sample included many HomeKit users, it was 
unsurprising that many people chose privacy over functionality. P13 captured this sentiment 
when he noted, “To a certain extent, I’m sacrificing a lot of potential functionality and incurring 
greater cost, for the sake of being in a ‘more private’ environment.” Others similarly preferred 
Apple HomeKit and its “walled-garden” approach, such as P30, an information security 
professional, who said she was slowly purchasing devices based on privacy-related features, even 
though a lot of the devices were more expensive, because “privacy is important and I really am 
interested in what data is being sent to what parties.” 

On the other hand, some of our participants chose to use non-Apple products to get increased 
functionality and interoperability. P4 used an Amazon Echo for streaming music, saying, “It 
wasn’t my first choice for a smart device, but its capabilities were better than what I could find 
with my first choice [HomePod]. So yeah, that was a privacy tradeoff for me.” HomeKit’s lack of 
interoperability frustrated other participants when they couldn’t connect certain devices in the 
Apple ecosystem. For example, P21 noted that all the SHDs in her home were part of HomeKit 
except the Nest thermostats. She said, “It was a little frustrating because I wanted to get those 
[Nests] in HomeKit, which isn’t super easy to do. So we’ve been using Home Assistant to bridge 
everything together.” P3 said she avoided getting locked into a single ecosystem because she 
found it “problematic,” and it might require her to “rethink how you do a personal workflow.” P7 
also described being frustrated with Apple’s walled-garden approach; after buying Sonos speakers 
(which are Alexa supported), she and her partner discussed switching ecosystems but decided 
against it “because then we’re going to have to have separate devices just to run our things or 27 
apps on the phone.”  

In the end, our participants described a core dilemma between privacy and convenience, a 
tension frequently highlighted in privacy research [4,24,99,102]. And while many participants 
described themselves as privacy-conscious and made purchasing decisions based on their desire 
to minimize data collection, they recognized that they sometimes had to sacrifice some privacy 
to get benefits from the devices. P17 encapsulated this sentiment when he said, “The key thing 
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that we’ve been trying to figure out is, how do we balance doing more of this [adding more 
devices] without it being a burden for ourselves. If something’s not working at one point or is a 
burden in terms of privacy, we still want to make sure that we’re keeping our stuff private as 
much as possible in this day and age.”  

5.2  Mitigation Strategies for Managing Smart Home Device Data (RQ2) 

As P17 noted above, our participants often sought a balance between the utility gained by using 
SHDs within the home and managing the data that could be collected and shared. Throughout 
our sessions, participants shared varied approaches to manage the flows of SHD data. These 
mitigation strategies tended to take one of two forms: device-level actions, which tended to be 
simpler to enact, and network-level actions, which tended to require more technical proficiency. 
Across all participants, we observed higher engagement in mitigation strategies than has been 
reported in other smart home studies; outside of brief mentions in prior work [109,111], the depth 
and breadth of advanced network management strategies we report here have not been seen in 
smart home studies.  

5.2.1 Device-Level Actions. Device-level actions generally represent simpler strategies used to 
manage devices and related data flows. Our participants described five categories of device-level 
actions, which we roughly organize by increasing amounts of complexity. 

Strategic placement of devices. As noted above, participants considered data sensitivity when 
deciding where to locate SHDs in their home. P30 said, “[W]e keep Echos out of the rooms that 
we know potentially sensitive conversations are going to be happening. We know, if we want to 
have a conversation that we know is not overheard, we know where we can go in the house.” P30 
later added that “none of [our cameras] point inside the house in any way, shape, or form.” 
Similarly, P16 noted, “In certain rooms we’ll have Echo Shows, but the only reason we went with 
those was because they have the little cover—you can turn off the camera physically. However, 
in the kids’ bedrooms, they have [Echo] Dots. I will not let a camera be in there at all.” 

Utilizing physical switches and buttons. In line with P16’s comments, another common 
technique for addressing privacy concerns is ensuring that devices have physical means for 
ensuring privacy, such as a shutter or “kill switch.” P17 explained, “I think if we were to add a 
camera, we’d want to make sure it had a physical privacy shutter.” Physical shutters provide users 
with certainty that video data is not being collected. P22 described wanting a physical option for 
guests to manage devices, saying, “I actually went and got an Alexa for just the guest room…the 
Alexa has a nice button on top, where you can mute it, so I keep it muted whenever a guest is in 
there.” P2 said he liked his Google Home Mini’s functionality because they “have a physical 
button that will keep the microphone off.” 

Users can also add smart buttons or switches to their network and use automations set up 
through their hub to create a device that works like a remote with one-touch feature activation. 
P22 described needing to keep work conversations private, so he placed his HomePod on a smart 
outlet: “I have a button on my desk that I can hit whenever I have a meeting and that removes 
power from the HomePod which, at least to me, seems good enough that it won’t be listening 
directly.” This technique not only gives users a physical switch, but it also makes it easier to 
replace voice commands that may have required an internet connection. For example, P30 
replaced Alexa commands with a Z-Wave button (i.e., a button connected to the network using a 
Z-Wave protocol) “so I can control what I need to from a button instead of from voice.”  

Changing device settings. Only a few participants mentioned adjusting device settings to 
protect their privacy. P1 mentioned that he “turned off a lot of stuff [that collects analytics] on 
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his TV.” Additionally, participants described disabling Alexa, Amazon’s voice assistant that both 
collects voice recordings and is connected to the internet. P27 noted that while he owned an 
Ecobee thermostat, he had turned off Alexa. Similarly, P26 purchased a thermostat that integrated 
with his HomeKit, “but it comes with an Alexa feature on it… not only did I disable it, but I did a 
lot of research to make sure that it wasn’t a hidden Alexa kind of snooping device because I know 
how crazy Amazon is with things, putting them in your home, they hear basically everything.”  

Purchasing devices enabled for short-range protocols. By disabling Alexa, P26 not only limited 
the collection of voice data, but he also restricted the device to only operate on HomeKit’s short-
range protocol. Many participants took a similar approach when purchasing devices, selecting 
those that can run locally versus those that require an internet connection to operate. For 
example, P22 described installing lights in his guest room that “are connected over Bluetooth so 
I feel confident that they’re local.” Taking advantage of this technique requires the user to review 
the documentation or labels accompanying the new devices and look for compatibility with short-
range protocols. As P6 noted, “There are some devices that do require cloud access…and you just 
want to be aware of whose cloud that is and what traffic is going there and what’s being sent.”  

The ability for devices to not connect to the internet was one of the most cited reasons for 
purchasing HomeKit devices because all “Works with HomeKit” devices include the ability to 
interconnect via the HomeKit Accessory Protocol. P10 explained, “I think the big draw for me 
with HomeKit is that a part of the spec is that everything needs to work locally. So if the devices 
don’t have a connection to the internet, they still function. And that’s been huge.” Similarly, P29 
said she only uses HomeKit-compatible devices because “once the device is set up, it should be 
able to work without having to contact company servers... You shouldn’t need to share your data.” 

Modifying device firmware to enable short-range protocols. Some participants took additional 
measures to force devices that otherwise required an internet connection to be controlled over a 
local network. This process of “flashing firmware” forces a device to connect to a local hub instead 
of the internet. P14 explained, “If I’m looking to buy something, it has to be easily connectable to 
Home Assistant, or it has to be something that I can flash with a different firmware to make it so. 
…then I just use utilities within Home Assistant to rewrite the firmware so it’s something that’s 
just working locally.” Similarly, P6 explained how firmware provides options when he is 
considering adding sensors to his smart home, and how it allows people to purchase SHDs that 
are cheaper while still maintaining a secure environment in which data remains on the home 
network.  

5.2.2 Network-Level Actions. Network-level actions can be utilized to further manage whether 
and how data flows outside of the home, and the 16 participants who engaged in advanced 
network management skills (see last column in Table 1) exhibited particular proficiency in this 
domain. These actions typically require additional knowledge and skills beyond what is needed 
for device-level actions; P29 noted how users often need to go “down the tech hole” to understand 
“which servers are being pinged and how much data is going through.” We describe two main 
categories of network-level actions that were employed by participants: isolating devices on the 
network and monitoring and controlling network traffic.  

Isolating devices on the network. Participants discussed “isolating” devices on their network, 
either by disconnecting them from the internet completely or partitioning them on separate 
Virtual Local Area Network (VLANs) or other subnetworks. Disconnecting a device from the 
internet was a common tactic for dealing with privacy and security concerns. As noted above, 
several participants described making their smart TV “dumb” because of concerns related to the 
quantity and variety of data these devices collect. To address these concerns, P24 noted he only 
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connected his TV to the internet for an occasional software update, while P9 said he gave his 
family very specific instructions for setting up smart TVs, saying, “You should set it up with a 
wired network connection, then you should unplug it when it is done being set up so that it does 
not understand that you have a network.” 

Numerous participants also mentioned isolating devices on separate network routers or 
subnets. Some, like P2, sought to simply keep internet-connected devices separate from their 
other devices: “For my Wi-Fi devices, I typically try to segregate them on my network.” Others 
were motivated by concerns over whether the device manufacturer could be trusted with their 
data, with P15 noting, “I separate all my devices out via VLAN to keep things separate because I 
am ordering a lot of [devices] from not necessarily the most reputable companies that I don’t have 
much way to trust what is going on.” Similarly, P27 explained, “Amazon or some one-off devices 
where I’ve not heard of the brand before, I’m not so likely to allow [them] onto my major network 
at home.”  

Some participants also segregated particular devices onto different networks based on the 
sensitivity of the data being transmitted. For example, P5 indicated that “cameras and 
microphones are the most obvious things that…could reveal data that you want to keep private. 
So, yeah… I really do want to know about the data flow. That’s why I looked into how HomeKit 
processes that on a local HomePod or an Apple TV, instead of sending it over the internet.” P16 
took similar steps to segregate video data, noting, “My house is pretty wired. I have three routers 
that control different aspects of the internet, but all of the home automation equipment is on one 
router and my camera is on another router.”  

Monitoring and controlling network traffic. Beyond managing how SHDs connect to a home 
network or the internet, participants also discussed protecting their privacy by monitoring and 
controlling network traffic to block data transfers to domains they do not trust or recognize. 
Home network routers that support HomeKit include software that provides users the ability to 
manage devices’ Wi-Fi access, and some participants found these features useful. P1 noted it was 
“pretty easy to block that stuff [camera data] from the router from calling out and still keep it 
locally functional when you use something like HomeKit.” P19 similarly found HomeKit-enabled 
routers helpful in this regard: “What it does offer is really, really important in the sense that it 
gives you a little control panel where it shows you all of your accessories, all of your hubs, 
everything. Each accessory has the option to let it communicate freely, let it communicate to only 
a specific subset of domains that are strictly relevant to its operation or only let it communicate 
locally.”  

Other participants used even more advanced traffic management techniques to provide a 
detailed level of monitoring and control of where their smart home data was flowing. For example, 
P25 began using traffic blocking software (Pi-hole) after noticing that his TV soundbar—which 
included a microphone and speaker—was making “3000 pings per day” to an “unnecessary” 
endpoint; he became concerned and “eventually went and just [denylisted] it from my router so 
that it can only talk within my network, but it can’t reach out and talk to anybody outside.” 
Similarly, P12 had a private DNS server in his home, allowing him to know when his “data is 
accessed” and “so we can see, basically in terms of advertising, we can block certain things. So 
like TikTok, things like that, we can block because we don’t trust any of that.” And P4 decided to 
isolate his smart TV after using a network sniffer (i.e., software for monitoring the flow of data 
packets over computer networks); he noted, “It was interesting to see the number of calls that 
were unrelated to the television that the device was making [which]...gave me ammunition to 
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then go ahead and start blocking those in various points on my network once it had done what it 
needed to do. That was very disturbing.” 

Related to the discussion of trust in Section 5.1.1, participants using advanced traffic 
management strategies often said these tools helped them be less dependent on promises made 
by a device company. P18 used a Pi-hole with “1.5 million domains” on his denylist, noting that 
while companies publish privacy policies and occasionally offer users “toggles to opt out of that 
data collection,” the user is dependent on the company, “whereas me, I can look at my block query 
list and see that this data was actually blocked and not just it’s in the writing on the app that says, 
we’re not going to collect it.” Importantly, these participants were able to see if devices were 
behaving in (un)expected ways. For example, P9 described how his home DNS relay helped him 
“see stuff” and manage his network traffic: “My garage door opener is making hundreds of calls 
an hour to trafficmanager.net. And it’s like, okay, I didn’t buy it from those guys. …I can turn that 
off and I can manage that.”  

6 DISCUSSION  

Given the proliferation of IoT technology into one of the most private spaces—the home—privacy 
and security scholars have begun exploring both social and technical aspects of the privacy risks 
these technologies pose, as well as various approaches to mitigate those risks. In this study, we 
focus on the experiences of privacy-conscious power users to capture the most important risks 
they perceive from using SHDs in their homes and to understand how they manage those risks. 
Power users represent an important, but understudied, population of users; by speaking with 
privacy-conscious power users, we surface their approaches to using SHDs and highlight risks 
that might not be identified by talking to a general population. Because power users often spend 
significant time researching different approaches to optimize their devices, their experiences also 
showcase a wider range of strategies employed to manage risks. In addition, power users can help 
bridge the gap between developers’ and users’ understandings of privacy, since developers often 
think about privacy passively (e.g., when new APIs, policies, or laws are introduced) [57], while 
we found that power users actively sought out privacy-enhancing solutions. 

The findings detailed above highlight that the technical landscape surrounding IoT—including 
what data is collected, what options are available for managing or restricting data flows, and who 
has access to data collected by smart home devices—is complex, complicated, and often confusing, 
even for knowledgeable users who spend significant time researching devices and integration 
options. This is a concerning finding, especially given that many people who use smart home 
devices have limited knowledge of or skills in managing devices and data [54,89,109]. Our findings 
also highlight the important—and often defining—role that trust plays in decision-making, and 
how tenuous user trust in companies can be. In the rest of this section, we expand on these 
findings and consider how various design decisions, both in terms of devices themselves and how 
information about them is communicated—may help in both surfacing potential risks and 
simplifying the process of managing devices and data flows.  

6.1  Numerous Challenges to Managing Smart Home Device Data 

A key—and perhaps surprising—takeaway from our findings is that even the power users in our 
study found it challenging to manage their privacy and sufficiently control data flows from their 
SHDs. Prior studies of IoT privacy-related behaviors have focused on non-power users, finding 
that while they express some concerns about data collection by SHDs [8,56], many users have a 
limited understanding of how the technology works [109,111] and fail to take protective actions 



247:22   Anna Lenhart et al. 

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW2, Article 247. Publication date: October 2023. 

[89]. Even when they take actions, most non-power users stick to non-technical, device-level 
strategies, such as adjusting the location of devices or limiting engagement with them [54,89,109]. 
While our participants also performed device-level actions to mitigate privacy concerns, many 
described spending significant time researching devices and integration platforms to become 
better-informed about how their SHDs communicated and shared data.  

Participants also noted that some of their strategies required technical skills and advanced 
network management to achieve meaningful results that protected their privacy—something they 
worried most people wouldn’t be willing or able to do. As P6 noted, it is unlikely “average” users 
would take similar steps when selecting and installing SHDs in their own homes. People who 
receive a smart speaker as a gift or just want the cheapest smart doorbell to track package delivery 
might not fully understand the privacy risks inherent in such devices, know what questions to 
consider when deciding to use them, or possess the skills to take meaningful action.  

If power users, who are taking extra time to research devices and make informed decisions, 
still feel like they need to make tradeoffs when using SHDs, this has troubling implications for 
those who may not have the time, knowledge, or desire to become as informed or technically 
proficient. And if even a non-power user could duplicate the extraordinary steps of the power 
users in our study, our participants noted this very well might not be sufficient. To repeat P25 ’s 
concern noted above, “you don’t know exactly what they’re getting access to, so when you give 
any company access to your information, it’s always kind of scary what exactly they’re grabbing.” 

This point leads us to three additional insights provoked by our findings: the continued 
importance of trust in SHD companies, the need to reduce uncertainty about data flows, and the 
need for tools to easily manage one’s smart home. Below, we discuss each and provide 
recommendations for moving forward. 

6.2  Trust in Smart Home Device Companies 

Our first research question explored the concerns smart home power users have regarding their 
SHDs and the data they generate. We found that even with these users’ advanced research, 
knowledge, and technical skills, their comfort with SHDs still depended heavily on trust in the 
companies who manufacture and support the devices. Many participants were openly hostile to 
companies like Amazon due to concerns about what the company might do with their data. As a 
result, and despite the increased cost and decreased interoperability, most of our participants were 
HomeKit users because they trusted Apple and its commitment to data privacy and security.  

However, this trust was not absolute. At the time of data collection (August 2021), Apple had 
recently announced its plans to scan iPhone users’ photos (through iCloud) to identify potential 
cases of child sexual abuse [10]. While this move was applauded by many, it also raised concerns 
among privacy and security researchers regarding potential misuse [60]. A few participants 
commented about this news in reference to their perception of Apple. For example, P29 said, 
“They’ve made some privacy decisions that I’m not a fan of. I don’t know what I’ll do if I lose faith 
in that company.” P12 described the policy as well-intentioned, but said it also raised concerns for 
him: “By announcing they have this software, I feel like it could open a lot of doors that we don’t 
really want opened. Especially as we’re a HomeKit house, that’s a big concern.” 

These comments are in line with Martin’s [66] finding that violations of privacy expectations, 
specifically secondary data use, reduce trust in web-based applications. She found that selling data 
to a data broker (third-party aggregator) or using data to retarget advertisements based on social 
connections are viewed as major violations of data privacy expectations. Our study reiterated these 
concerns when participants discussed smart TVs and voice data being sold for ad targeting. 
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Concerns over targeted advertising was a key driver in our participants’ trust in Apple over Amazon 
and Google. P29 explained, “It’s a bit of a ‘pick the lesser of two evils’, which is why the listening 
devices that I do have are Apple. Simply because of the three major home systems, they’re the only 
one that’s not in the business of advertising.” Yet, Apple’s increasing focus on advertising [87] raised 
questions regarding how changes in business models impact user trust in a company’s data 
practices. 

Our findings contribute to a growing recognition that trust plays a critical role in SHD adoption 
[44,106]. Our participants’ focus on trust—and their distrust of certain device providers—aligns with 
Lau et al.’s [54] findings that trust must be “actually warranted” (p. 18). Moreover, this trust can be 
precarious. Recall P10’s remark that “at some point, you have to trust and say, hopefully the system 
is designed the way they say it is.” This dilemma led our participants to engage in numerous 
strategies to mitigate privacy risks—as basic as relocating devices and as advanced as installing 
custom network software to block certain data transfers—even when they generally trusted their 
SHD ecosystem. Thus, while prior work has found that users tend to trust that their SHDs include 
adequate privacy protections and will not misuse their data [89,111], the power users in our study 
recognized that such trust needs to be supplemented by additional strategies to monitor and manage 
data collection and use. 

A key motivation for our participants to take such extraordinary steps was a lack of clarity about 
exactly what data SHDs were collecting and where it was flowing, with a specific emphasis on 
monitoring and controlling traffic used for advertising. As we discuss next, reducing this 
uncertainty is a key opportunity for SHD manufacturers to retain consumer trust.  

6.3  Reduce Uncertainty about Data Flows 

Technological change often spawns consumer uncertainty that prevents adoption [39], a reality that 
is only accentuated by the astonishing pace of the evolution of digital technologies. Within the smart 
home ecosystem, uncertainties emerge about how devices monitor and collect data, what that data 
is used for, and who might have access to it [89]. While some smart home platforms, such as Apple’s 
HomeKit, have worked to build consumer trust that their “walled-garden” approach will protect 
users’ privacy, our findings suggest that even the most engaged users have significant uncertainty 
about data flows. In fact, the power users we studied felt compelled to take extraordinary steps to 
manage data flows within their smart homes because device companies do not provide sufficient 
transparency in their data practices. Furthermore, if the power users in our study remained 
uncertain despite the embrace (by most) of the HomeKit ecosystem, then non-power users will 
experience even greater uncertainty, or worse, assume their data is sufficiently protected. For 
example, P32, a participant not as technically proficient as some in our study, worried about what 
he might be missing when using SHDs, saying, “for somebody like me who’s not a security 
professional, it’s hard to understand and determine…what data is Google and Apple and all that 
other stuff collecting on us.” 

Numerous participants noted this uncertainty could be reduced for all users through the 
widespread adoption of privacy nutrition labels [27,49,58]. Building on prior academic research, 
Apple unveiled these labels for all App Store apps in late 2020 to provide consumers a standardized 
and easy-to-understand glimpse into how apps collect, use, and share data [71]. P10, for example, 
praised Apple for this innovation in standardizing language about data collection and wanted to see 
it applied to SHDs, “distilling it down to something that’s easily digestible and easy to compare one 
app to another in the same way for smart home devices,” while P13 suggested that “having 
something like that [nutrition label] stamped onto the back of a device that you’re considering 
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would be just wonderful.” Research has shown that a standardized approach to communicating 
privacy practices and implications can have significant positive effects on the understandability of 
privacy policies, and prompt users to read them and make informed decisions [26,49].   

While we agree that privacy nutrition labels can help reduce uncertainty about the data practices 
promised by smart home device manufacturers, they still require users to trust the claims made. To 
account for this, many of our participants took a “trust but verify” approach to monitor and manage 
data flows directly. These advanced strategies, which we have not seen in this frequency or 
complexity in prior studies of smart home data management, included technical modifications to 
device firmware, customized network configurations, and software to monitor and control internet 
traffic—tactics not all users can perform. There is an emergent need to give non-power users simpler 
means of reducing the uncertainty of data flows through monitoring tools. Work by Huang et al. 
[40] on IoT Inspector, an open-source desktop app that provides real-time visualizations of data 
traffic from all SHDs on one’s home network, is an important example of new initiatives focused on 
increasing users’ awareness around data flows. Importantly, visualizations have been shown to be 
particularly useful in reducing uncertainty about data privacy in smart home environments [12]. 

6.4  Looking Ahead: Developing Tools to Easily Manage Smart Homes 

Tools like IoT Inspector [40] are designed to provide users with helpful insights about network 
traffic within their smart home environment—and to do so without the need for the technical 
proficiency possessed by many of our participants. This will become increasingly important over 
the next decade as SHDs become more commonplace and homes truly become “smart” through 
complex integrations of multiple devices and sensors. Our data, which details the practices of power 
users who are already building out complex ecosystems of SHDs, highlights the need for further 
development of user-friendly tools to view and manage data flows within smart homes.  

When it comes to integrating multiple devices through a single platform, our participants 
preferred the privacy tools and settings provided by Apple’s HomeKit, including its exclusivity or 
walled-garden approach and the ability to keep data local. However, Apple’s limited interoperability 
means there are fewer devices with the “Works with HomeKit” label on the market; paired with the 
higher costs of some of these devices, non-power users might seek cheaper options and/or those 
with increased functionality—and fewer embedded privacy and security features. Beyond that, 
integrating these devices with HomeKit is possible via HomeBridge or Home Assistant, but requires 
some level of technical knowledge and skills to integrate into Apple’s privacy-protecting ecosystem. 

When discussing the challenge of interoperability, several participants mentioned Matter, a 
common language that smart home devices can use to communicate regardless of the device 
manufacture. The standard is overseen by the Connectivity Standard Alliance (CSA) and version 1.0 
was released in Fall 2022, a year after our data was collected [22]. Matter devices use an internet 
protocol that allows them to communicate directly to the internet without a hub and work with 
short-range network protocols, meaning that users can still use devices on local networks without 
cloud access (similar to most HomeKit users in our study). Matter may make it easier for smart home 
users to deploy the mitigation strategies outlined in Section 5.2.2, but privacy experts worry that 
without proper understanding of network management, users may unknowingly transmit more data 
to the cloud [97]. This is especially true for Apple HomeKit users who rely on HomeKit’s default, 
local-only settings. These developments also highlight why it will be critical for smart home users 
to have a thorough understanding of when and why a device may be pinging the cloud and how to 
isolate sensitive devices. 
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When looking at the various strategies our participants employed to mitigate privacy risks, few 
people mentioned using native privacy settings to manage their devices. This mirrors findings from 
Lau et al. [54], who found that smart speaker privacy controls are rarely used, due largely to their 
design being misaligned with (non-power) users’ needs. In our study, our more advanced users 
instead engaged in complex and diverse approaches to achieve their goals, but it is unlikely that 
non-power users would consider many of those options, let alone take the time to learn how to 
apply those strategies. This lack of engagement with privacy settings is not new; in fact, numerous 
studies have highlighted the importance of default settings. For example, Zimmer et al. [113] found 
that Fitbit users rarely—if ever—looked at the privacy settings once they set up their device, while 
other scholars have noted that most social media users have posted content that did not align with 
their privacy goals [47,61,101]. Even highly engaged users might not engage with privacy settings 
if they feel overly complex [98], and owners of SHDs have been shown to effectively forget their 
presence [106], which makes engaging with privacy settings less likely. 

While our power users took extraordinary steps to monitor and manage traffic from their SHDs, 
non-power users currently have few options to visualize or manage data privacy beyond the basic 
apps and dashboards that might be available from a device manufacturer and the limited privacy 
settings presented when a device is initially set up. Our participants recognized the need for simpler 
tools and visualizations so all users could gain similar levels of control over their data. Thus, 
additional opportunities exist for device manufacturers to increase the visibility of data flows, 
provide notifications when unexpected data flows might occur, and provide users greater access and 
control over the data generated and shared across their smart home network. Researchers have 
explored numerous ways to improve smart home design [11,19,34,45,108] and have explored optimal 
user interfaces for visualizing IoT dataflows and control centers [40,83]; however, these efforts face 
challenges due to limited details within network traffic data. And while some researchers have used 
machine learning classifiers to better understand why devices ping a particular destination 
[3,73,95,110], our participants expressed the desire to not only better understand data flows, but also 
the need for tools to help them keep their data local. In light of this, we argue that designers and 
regulators need to consider factors that go beyond the information and controls currently available.  

We also note that the sheer quantity and diversity of data collected by SHDs—and their 
tremendous popularity in the home—requires additional research to identify best practices and 
policy proposals for helping consumers understand what data is being collected and used by their 
smart home devices, and to help them make more informed decisions about whether and how to 
use these devices. The HCI/social computing community is uniquely positioned to ensure usable 
privacy options are embedded in the design of IoT technologies [105]. Early work highlighted the 
need for providing home automation users with simple privacy and security features that they can 
confidently configure [14], while more recently, a study with employees at a smart home company 
found that user experience is rarely considered in security design [17]. This is troubling, as poor 
design will likely translate into less use of security features. Given these findings and recent 
discussions at CSCW on challenges with data collection and management in smart homes (e.g., 
[5,54,100,108,111]), we call for a renewed focus on building smart home interfaces that are 
transparent, easy to use, and aligned with users’ privacy needs.  

7  LIMITATIONS 

We note several limitations in our study. Participants were recruited largely through popular online 
discussion forums on Reddit and Facebook. While this allowed us to recruit power users, biases 
persist in the socio-demographic makeup of those who are active in such online spaces. Our 
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participants also tended to be the primary decision-makers who managed the SHDs in their homes, 
yet other household members and bystanders might have different perspectives and strategies that 
were not included in our study. While some researchers have begun considering the unique needs 
and experiences of non-primary users (e.g., [108]), more research is needed with this population.  
 Beyond that, these findings are limited because we purposefully recruited participants who 
were concerned about and/or engaged in various strategies to manage their data privacy. People 
who do not identify as privacy-conscious or power users likely have different priorities in making 
decisions about smart home devices. As we note in the discussion, they also may have limited skills 
to effectively mitigate privacy risks [109,111]. Future work should investigate privacy-protecting 
strategies of a more diverse set of owners and secondary users of SHDs, including a focus on how 
privacy needs might be negotiated among different stakeholders in diverse smart environments.  

8  CONCLUSION  

As smart home technologies have proliferated, companies have focused mainly on usability and 
smooth integration within ecosystems. Smart home devices have proven to be immensely popular 
and useful, but along with their popularity comes a tendency for them to fade into the background; 
users grow so accustomed to voice-enabled commands, always-on cameras, and automations that 
they neglect to manage device settings or monitor data flows after initial set up.  

Drawing on data from 10 focus groups with 32 privacy-conscious smart home power users, we 
describe the key privacy risks they identify, as well as how they mitigate those risks with 
increasingly complex strategies that have not been identified in studies with non-power users. 
Power users think about and use these devices in creative and advanced ways, giving insights into 
a future where smart home technology is more fully integrated into living spaces.  

As with all technology, of course, things evolve quickly. At the time of data collection, the smart 
home industry had recently announced Matter, a short-range connectivity standard that will 
provide seamless interoperability across devices from Amazon, Google, Apple, and dozens of other 
providers [96]; the initial version of Matter launched in fall 2022 and the first Matter-certified devices 
were released by the end of the year [97]. Unified connectivity standards like Matter hold promise 
to make SHDs easier to install and keep secure; that said, privacy concerns remain [107]. Even after 
Matter is fully deployed and more devices benefit from short-range connectivity, we will still be 
confronted by the question of whether P29’s desire—that “you shouldn’t need to share your data”—
is attainable in our increasingly data-driven world.  

Finally, this study highlights how complex and challenging managing data flows is becoming as 
more and more objects include sensors to collect and share sensitive data. The power users in our 
study resorted to extraordinary measures to address the tensions between the benefits of SHDs and 
data privacy; their insights will help focus future research and design to ensure usable privacy 
features are embedded in future smart home standards and technologies.  
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